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Abstract: Cyber security is critical in today’s fast-paced digital landscape. As AI-driven solutions 

become indispensable for safeguarding enterprises, the escalating volume and complexity of cyber 

threats frequently overwhelm conventional security measures, resulting in significant financial and 

reputational risks. To address this challenge, this study proposes an advanced cyber security 

framework based on an ensemble learning model that combines machine learning and deep 

learning algorithms. Using the HIKARI-2021 dataset (Kaggle), we evaluated and compared multiple 

classifiers, including Random Forest, Decision Tree, Gaussian Naive Bayes, K-Nearest Neighbors, 

Logistic Regression, Multi-Layer Perceptron, and Convolutional Neural Network. By integrating 

these models through an ensemble approach, we leveraged their complementary strengths, 

achieving a notable 96.32% accuracy—a significant improvement over individual models. Beyond 

accuracy, the ensemble method enhances adaptability, enabling more dynamic and resilient security 

frameworks. Our findings highlight the efficacy of ensemble learning in cyber security, 

demonstrating its potential to fortify digital enterprises against evolving threats. This research not 

only advances practical solutions but also paves the way for future studies on AI-integrated cyber 

security, fostering innovation and robust digital infrastructure globally. 
 

Keywords: Cyber Security; AI-driven Solutions; Ensemble Learning; Security Frameworks; Digital 

Infrastructure 

 

1. Introduction 

In today's fast-moving digital world, classical security methods have not kept pace with the changes 

which are initiated by modern technology and the ever-evolving nature of cyber threats [1]. Hence, cyber-

security is one of the greatest concerns of enterprises today [2]. The risk of cyberattacks increases as more 

companies, governments, and people use digital devices and the internet because more sensitive data is 

kept online, hackers and other cybercriminals target it. A gap between the evolving threats and static se-

curity measures could prove disastrous to the company's financial standing and reputation [3]. Neverthe-

less, many studies have focused on cybersecurity strategies based on machine learning and deep learning 

approaches [4]. These approaches have shown a certain similarity or effectiveness in aiding in detecting 

and modifying cyber threats [5]. By identifying and offering reliable solutions to digital firms, the objective 

is to strengthen businesses against evolving cyber threats and enhance predictive capabilities through the 

use of classifiers and the development of sophisticated, adaptable security frameworks that achieve secure 

digital infrastructure through AI-evolved means.  
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Older security systems depend on fixed rules and predefined patterns, and thus often fail against 

unexamined or new threats. AI and machine learning have the capability of learning and adapting to spot-

ting abnormal patterns and recognizing possible cyber-attacks [6]. However, sometimes using any one 

model does not provide the best output. Ensemble learning makes use of multiple models that combine 

their advantages into protective solutions improving system security. Therefore, it is now suggested that 

ensemble learning method of combining several classifiers in a bid to gain optimum performance by lev-

eraging their respective advantages very effective in further ensuring cybersecurity [7]. An ensemble-meta-

classifier cognitive cybersecurity strategy utilizing preprocessed security indicators to create a robust da-

taset [8]. The study was effective against data incompleteness and diversity [9]. High-quality preprocessing 

provides potential bias. A lack of high-speed adaptability in model variance concerning the environment 

used makes model generalizability a bar. Since, cyber threats are evolving constantly therefore, the models 

should be updated continuously to maintain their effectiveness [10]. Cyberattacks are ever-growing com-

plex and ever-harder to be detected [11]. Current methods at times warn too many false alerts or miss new 

types of threats. All such limitations highlight the challenges and the necessity of constant upgrades for 

models used concerning cybersecurity [12]. 

This research addresses the limitations of existing studies and proposes an ensemble learning model 

by combining deep learning and machine learning models. The models will include implementations that 

leverage the best aspects of multiple classifiers to raise the level of predictive accuracy along with devel-

oping advanced security frameworks capable of nurturing innovations in cybersecurity. The research at-

tempts to build an innovative system in cybersecurity by ensemble various machine learning and deep 

learning models to improve the accuracy of detection of cyber threats or errors, designed to best fight the 

dynamically changing threat landscape.  

The HIKARI-2021 dataset from Kaggle will be used, which encompasses cybersecurity incidents and 

their parameters, such as flow time, source and destination IP addresses, and labeled identifications for 

various categories of cyberattacks. To train on this dataset, a variety of classifiers were used, including 

random forest, decision tree, Gaussian Naive Bayes, K-Nearest neighbors, logistic regression, multi-layer 

perceptron, and convolutional neural networks. The performance of each model was evaluated using 

widely recognized criteria like recall, accuracy, and precision. This study used an ensemble learning ap-

proach after carefully weighing the benefits and drawbacks of these standalone models. This approach 

produced a combination of predictions based on the strengths of classifiers, increasing the robustness of 

the authentication process and achieving an overall accuracy gain of 96.32%. This research aims to close 

the limitations of single models and improve their predictive powers. The contributions of this research 

are as follows: 

• Proposed a reliable and efficient intrusion detection system using ensemble learning methods based 

on machine learning and deep learning models.  

• Developed an innovative approach by addressing class imbalance and preprocessing the HIKARI-

2021 dataset. This involves converting categorical variables into numerical form using label encoding 

and one-hot encoding techniques to ensure data quality and balance, thereby enhancing the accuracy 

of the classification models.  

• Implemented and evaluate the multiple ensemble models, such as Random Forest, Decision Tree, 

Gaussian Naive Bayes, K-Nearest Neighbors, Logistic Regression, Multi-Layer Perceptron, and Con-

volutional Neural Network, demonstrating the effectiveness of ensemble techniques in achieving 

high accuracy and robustness.  

• The performance evaluation is conducted using evaluation parameters such as recall, F1-score, accu-

racy, and precision, highlighting the efficacy of the ensemble models in enhancing classification ac-

curacy and reliability. 

The rest of the paper is arranged as follows: Section 2 explains the earlier literature relevant to the 

proposed methodology; Section 3 describes the methodology, including the dataset and the applications 

of the deep learning and machine learning-based models; Section 4 contains the results and discussion; 

and Section 5 closes the study.   
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2. Related Work  

Many studies have focused on improving fraud detection systems, but most face three key limitations: 

reliance on outdated and limited data sets, poor detection rates with high false alarms, and inability to 

adapt to evolving cyber threats. The proposed ensemble method directly addresses these gaps by combin-

ing machine-learning and deep-learning approaches. This combined strategy not only overcomes the in-

herent limitations of individual models but also establishes a more effective security framework against 

modern cybercrime. 

The Ensemble Classifier Algorithm with a Stacking Process (ECASP) for bot detection demonstrates 

how even advanced machine learning approaches face fundamental challenges - while achieving 94.08% 

accuracy through optimal feature selection [10], its dependence on predetermined features creates vulner-

abilities against evolving botnet structures that demand continuous updates. Similarly, the XGBoost-based 

intrusion detection framework achieves 92.86% accuracy on the CICIDS2017 dataset [11], yet this success 

remains constrained by the dataset's limited coverage of emerging real-world threats, ultimately restricting 

its effectiveness against novel attack patterns. These examples reveal how current solutions struggle with 

adaptability and generalization - limitations our ensemble method specifically addresses through dynamic 

feature adaptation and comprehensive threat coverage in the HIKARI-2021 dataset. 

Furthermore, the machine-learning-based detections of network attacks is explored using three da-

tasets, namely, UNSW-NB15, NSL-KDD, and BoT-IoT [12]. Feature selection is done using information 

gain and Pearson correlation, followed by classification with various models. Stacked LightGBM and ran-

dom forest achieve the highest prediction accuracy across all datasets; however, its dependence on some 

predefined datasets may not reflect emerging zero-day attacks and evolving cyber threats, which may then 

possibly cripple the real-world adaptability. Another study analyzes the application of ensemble machine 

learning techniques in network intrusion detection using the NSL-KDD dataset [13]. It applied voting, 

bagging, and boosting methods specifically used in the evaluation of the voting classifier, random forest, 

and AdaBoost algorithms for boosting the efficiency of anomaly detection. The study is largely limited in 

its reliance on the NSL-KDD dataset, which may not adequately represent modern-day cyber threats, fur-

ther constricting the generalizability of the proposed ensemble methods in real-world attacks.  

Cyber Threat Intelligence (CTI)-based method for malicious URL detection using two-stage ensemble 

learning was proposed [14]. For better detection accuracy, CTI features are extracted from Google searches 

and data. Reclassification is done using a Random Forest (RF) algorithm, followed by the execution of a 

Multilayer Perceptron (MLP) for final decision-making. The model provides an overall 7.8% higher accu-

racy with a 6.7% lower false-positive from the level of traditional URL-based detection techniques. How-

ever, it relies on external sources, such as Google searches and Whois data, where delays within feature 

extraction may limit the real-time detection performance. This study [15], presents an ensemble learning-

based approach for the detection of Cross-Site Scripting (XSS) attacks using a combination of multiple 

Bayesian networks, to include domain knowledge and threat intelligence to include. An analysis approach 

that ranks nodes according to their effect on the output will allow for better model interpretation for users. 

Head-to-head comparisons prove the model works on a real dataset and that it does particularly well in 

detecting large-scale attacks. The method thus depends on precise domain knowledge and threat intelli-

gence, which limits adaptability to completely new or evolving attack patterns.  

The HIKARI-2021 dataset stands out as an excellent benchmark for network intrusion detection sys-

tems by addressing critical gaps in existing datasets. Where NSL-KDD achieves 89% accuracy and CI-

CIDS2017 reaches 92.86%, our model attains 96.32% on HIKARI - a 4-7% improvement in detecting modern 

attacks. Unlike traditional datasets, HIKARI combines both real and synthetic encrypted attack traffic in-

cluding DDoS, port-scanning, and malware, providing superior coverage versus BoT-IoT's narrower IoT 

focus [16]. This unique composition directly tackles the limitations of previous approaches by offering a 

solid foundation for developing and testing ML and DL models [17] that can handle both known and 

emerging threats. Where traditional signature-based detection fails against novel attacks and anomaly de-

tection methods struggle with false alarms [18], our ensemble approach leverages HIKARI's robust cover-

age to overcome these persistent challenges. By incorporating diverse machine learning models (random 

forest, decision tree, Gaussian Naive Bayes) [19] and deep learning architectures (CNNs, MLPs) [20], we 

demonstrate how HIKARI enables more effective intrusion detection compared to conventional datasets. 
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The efficiency of the IoT Intrusion Detection System is improved with the aid of supervised machine 

learning and ensemble classifiers [21]. Different models including random forest, decision tree, logistic 

regression, and k-nearest neighbor were trained on the TON-IoT dataset [22]. They were combined using 

both stacking and voting methods. The ensemble classifiers outperformed the individual classifiers with 

over 89.63% accuracy, thus improving IDS reliability and reducing classification errors. However, research 

focused only on binary classification between normal and abnormal traffic would probably restrict their 

ability to detect or discriminate between specific attack types and so limit their applicability in the real-

world multi-class IoT threat.  

Recent studies [23] reveal both the promise and limitations of machine learning in cyber threat detec-

tion. While models like random forest, decision tree, support vector machine, and k-nearest neighbors 

show strong classification potential, and deep learning approaches (CNNs, RNNs) excel at complex pattern 

recognition, significant challenges remain in achieving robust real-world performance. Ensemble methods 

like bagging and boosting [24] have improved accuracy by combining classifiers, yet they still face persis-

tent gaps in handling sophisticated attack patterns - particularly when trained on conventional datasets. 

This explains the growing emphasis on hyperparameter tuning and grid search [25] to optimize perfor-

mance. The integration of hybrid datasets like HIKARI-2021 [26] marks a crucial advancement, as our work 

demonstrates by combining these approaches to overcome the adaptability limitations of prior ensemble 

methods while maintaining their accuracy benefits.      

3. Proposed Methodology 

An ensemble learning-based approach to improve intrusion detection systems has been proposed. 

The framework takes on several steps as follows: firstly, the HIKARI-2021 dataset was taken from Kaggle. 

The preprocessing steps are applied to ensure the quality and balance of the dataset. Next, the dataset was 

split into two parts, 80% for training and 20% for testing. Various classifiers like Random Forest, Decision 

Tree, Gaussian Naive Bayes, K-Nearest Neighbors, Logistic Regression, Multi-Layer Perceptron, and Con-

volutional Neural Network were used on the training data. The performance of individual classifiers was 

compared and evaluated on the basis of recall, F1-score, accuracy, and precision. An ensemble model is 

then used to combine the strengths of these individual classifiers and obtain the highest accuracy. Hy-

perparameter tuning was performed to optimize the performance of each model. The proposed ensemble 

method yielded marked improvements in detection accuracy, thus confirming that combining ML and DL 

methods provides robust intrusion detection. This approach helps tackle the disadvantages of single mod-

els and improves the prediction abilities, helping develop an advanced security framework and also rein-

forcing organizations against ever-evolving cyber threats. 

3.1 Dataset HIKARI-2021 

The HIKARI-2021 dataset provides a comprehensive range of options for the evaluation of a network 

intrusion detection system. It contains about 1.2 million records, out of which 80% is training data (960,000 

records), while the remaining 20% forms the testing data (240,000 records). It is composed of both synthetic 

and real encrypted attack traffic generated by malware, port scanning, and DDoS attacks. The variety of 

this dataset alone offers some degree of attack vectors for the training and assessment of deep learning and 

machine learning classification models. Integrating true and synthetic data allows a reasonably good sim-

ulation of the real world via the HIKARI-2021 dataset by the researchers for developing different intrusion 

detection systems with efficacy and adaptability.    

3.2 Data Preprocessing 

A key factor for consideration during data analysis is preprocessing. It guarantees data transformation 

from its raw unprocessed state to a format suited for deep learning and machine learning techniques. Sev-

eral indispensable steps in the preprocessing phase that are included to boost model accuracy. 
 

A. Removing Null Values: 

Machine learning and deep learning algorithms expect categorical entities such as protocol types or 

service names contained in network security datasets like the HIKARI-2021 dataset to be assigned a nu-

meric representation. Categorical conversion is performed using different ways including label encoding 
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and one-hot encoding. One-hot encoding creates n binary columns, yes or no, where n is the number of 

categories, whereas label encoding assigns different numbers for different categories. The choice of which 

method to use depends on the algorithm involved and the type of data. Hence, categorical data should be 

treated properly, so that the models are reliable and functional.  

 

 

Figure 1. Intelligent Cyber Security Framework using Ensemble Learning Technique 

B. Handling Categorical Data 

This study obtained the HIKARI-2021 dataset from Kaggle. There are about 2 million records in this 

dataset. There were certain preprocessing steps carried out where categorical variables were transformed 
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into numerical form employing label encoding and one-hot encoding techniques. The transformation ena-

bled compatibility with the machine learning and deep learning algorithms that led to an efficient and 

accurate training and testing of the models. 

 
Figure 2. Label Count 

 

C. Label Encoding 

Label encoding is an important first preprocessing step for converting categorical data into a proper 

numerical format for machine learning and deep learning models. In the HIKARI-2021 dataset, the labels 

for detection, 'normal' and 'attack', are transformed into label 0 and label 1 respectively. This attribute 

eventually helps in improving the performance and effectiveness of the intrusion detection system by en-

abling the algorithms to comprehend and learn from data during model training. 

3.3 Train-Test Split 

Essentially, a train-test split is necessary to prepare the HIKARI-2021 dataset for analysis and model-

ing tasks in this study. The dataset is divided into 2 subsets: a training dataset and a testing dataset. 80% 

of the records, roughly 960,000, constitute the training dataset-a huge mass, whereas the rest, about 240,000, 

are the testing dataset. Training data is then fed into machine learning and deep learning models to learn 

data patterns and characteristics. After that, the trained models are evaluated using the testing data so as 

to determine their capability to generalize from novel data. This split is important in ascertaining the mod-

els' effectiveness in detecting intrusions and their corresponding accuracy and reliability in real situations. 

This train-test split thus intends to build robust and trustworthy models useful in intrusion detection to 

deal with the mainly changing and diverse cyber threats. 

 

Figure 3. HIKARI-2021 Data-Set  

3.4 Machine Learning Models 

Machine learning is a group of artificial intelligence that includes the development of algorithms and 

techniques that help machines learn from data and improve performance over time. Unlike traditional 
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programming, where a user needs to provide explicit instructions, machine learning algorithms extract 

patterns from data and then use them to predict an outcome, classify data or improve some process. It is 

the nature of adaptive learning that enables these machines to improve with time and increase their accu-

racy and efficiency on various tasks [27]. 

Random Forest is an ensemble learning technique used to increase classification accuracy and mixes 

many decision trees. The mean (for regression) or mode (for classification) of the predictions made by each 

individual tree is the final prediction [28]. 

                         Qlef t(θ) = {(x, y)|x ≤ tm} 

                         Qright(θ) = Qm − Qlef t(θ)                     (1) 

A decision tree is a model that resembles a tree and bases choices on feature values splitting data into 

subsets using conditions on these features. Formula: Decision trees use the Gini impurity or entropy to 

split nodes [29]. 

                      

2

1

1 ( )
c

i

i

Gini p
=

= −
                   (2) 

 

Gaussian Naive Applying Bayes' theorem under the presumption of feature independence is the foun-
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KNN uses the majority class of its k closest neighbors in the feature space to classify a data item [28]. 

Euclidean distance is frequently used to determine the separation between data points. 
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A logistic function is used in logistic regression to represent the likelihood of a binary outcome [29]. The 

logistic function is calculated as follows: 
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3.5 Deep Learning 

The term deep refers to a subtype of machine learning that uses multi-layered neural networks. By 

simulating the way the human brain processes information, these neural networks enable computers to 

learn and make judgments with little assistance from humans. Deep learning is especially good at compli-

cated tasks like picture and audio recognition, natural language processing, and autonomous driving be-

cause it can identify patterns in large volumes of data. It is a potent artificial intelligence tool because of its 

capacity to learn from experience and data [30]. MLP is a feedforward artificial neural network with several 

neuronal layers of neurons with activation functions [31]. CNN are deep learning algorithms that work 

very well for visual data analysis. They use convolutional layers to extract features [32]. 

3.6  Ensemble Technique 

In this research, the ensemble technique to improve classification accuracy beyond that of all individ-

ual algorithms. Predictions from multiple base models were combined such as K-Nearest Neighbors, 

Gaussian Naive Bayes, Random Forest, Decision Tree, Logistic Regression, Multi-layer Perceptron, and 

Convolutional Neural Networks. Taking advantage of these different models, the research developed a 

meta-model that combines their predictions in an optimal manner, resulting in a stronger penetration de-

tection strategy over the method used by individual algorithms. This proved to greatly ameliorate overall 

performance while offering valuable insights into how to improve network security applications. 

3.7 Evaluation Parameters 

The performance evaluation of intrusion detection algorithms encompasses various metrics that as-

sign numerical values to their efficacy. These metrics capture varied dimensions of the class accuracy, ro-

bustness, and proficiency of an algorithm in detecting various cyber threats. There are a few standard pa-

rameters used in the evaluation of intrusion detection [33]. 
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• The accuracy determines how accurate the model is overall by dividing the number of accurately 

predicted occurrences by the total number of cases. Where FN stands for False Negatives, FP for False 

Positives, TN for True Negatives, and TP for True Positives. 

         
*100
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TP TN FP FN

+
=

+ + +           (6) 

• Precision shows the percentage of positive prediction by showing the percentage of true positive 

predictions among all positive predictions.  

      
*100

T
P

P

TP
s

FP
reci ion =

+                             (7) 

• Recall evaluate how well the model can distinguish genuine positive examples from all other positive 

examples. 
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• F1-score is the one statistic that balances false positives and false negatives is the harmonic mean of 

accuracy and recall. 
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A confusion matrix shows the numbers of true positive, true negative, false positive, and false nega-

tive predictions in order to characterize how well a classification model is doing.        

4. Results and Discussion 

This section details the outcomes of the use of several machine learning and deep learning algorithms 

on our dataset for intrusion detection, namely Random Forest, Decision Tree, Gaussian Naive Bayes, K 

nearest neighbor, Logistic Regression, Multi-layer perceptron, and Convolutional Neural Network. The 

performance of each algorithm was evaluated using key performance indicators such as accuracy, preci-

sion, recall, and F1 score. To further optimize the classification accuracy, this research applied an ensemble 

technique using the predictions produced by these base models as inputs into a meta-model. By capitaliz-

ing on the diverse strengths of each algorithm, performance increased significantly, making for a more 

effective and robust intrusion detection system. The findings show how much ensemble learning can ac-

tually improve security measures. 

4.1 Performance Evaluation of Random Forest  

The random forest classifier worked powerfully for intrusion detection dataset. Maximum accuracy 

was 88.15% representing large numbers of correctly classified instances shown in Figure 4. A precision 

score of 87.64% indicates that a large percentage of instances classified as positive were correctly classified. 

The recall stands at 88.15%, representing the strength of the model in detecting actual positives with near-

zero false negatives. F1 score is 87.89%, with precision and recall balanced, indicating overall reliability 

and robustness of the classifier. 

 

Figure 4. Random Forest performance measurement graph of different evaluation matrices 
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Figure 5. Confusion Matrix for Random Forest 

4.2 Performance Evaluation of Decision Tree 

The overall accuracy was 87.82%, indicating that a fair amount of cases were correctly classified shown 

in Figure 6. Positive score: The precision of the model is equal to 87.55%. The 87.82% vis-a-vis recall helps 

one to ascertain the cases of actual positives. Similarly, F1 scores showing 87.69% mean that the classifier 

was robust, thus maintaining a decent balance between accuracy and recall. 

 

 
 

Figure 6. Performance Evaluation of Decision Tree  

 

 
Figure 7. Confusion Matrix for Decision Tree 
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4.3 Performance Evaluation of Logistic Regression 

The logistic regression model performed exceptionally well on our intrusion detection dataset, achiev-

ing an accuracy of 93.2%, thus establishing that a lot of instances were classified correctly shown in Figure 

8. The precision of 86.96% denotes the correctness of predictions from the model, while the recall of 93.25% 

highlights how well the model is able to identify actual positives. The F1 score of 89.99% denotes a balance 

between precision and recall and confirms the overall strength and reliability of the model. 

 

 

Figure 8. Performance Evaluation of Logic Regression  

 

Figure 9. Confusion Matrix for Logic Regression 

4.4 Performance Evaluation of Gaussian Naive Bayes 

Compared to the other models, the Gaussian Naive Bayes model performed well on our intrusion 

detection dataset, reporting an accuracy of 72.21%, a precision of 94.38%, a recall of 72.21%, and an F1 score 

of 79.13% shown in Figure 10. These findings mean that while the model predicts positive outcomes very 

well in terms of accuracy, it detects actual positive outcomes only moderately well because of compara-

tively lower recall. The balanced F1 score points toward a possibility for enhancement of the detection 

capability by suggesting the trade-off between accuracy and recall. Understanding the proposed measures 

helps get to know the contribution offered by the Gaussian Naive Bayes model to the intrusion detection 

system while seeking to emphasize that the Gaussian Naive Bayes output like with other models might be 

combined via ensemble approaches to boost performance. 

 

93.22%

86.98%

93.25%

89.99%

82.00%

84.00%

86.00%

88.00%

90.00%

92.00%

94.00%

Accuracy Precision F1 Score Recall

Logistic Regression

Logistic Regression



Journal of Computing & Biomedical Informatics                                           Volume 08 Issue 02                                                                                         

ID : 968-0802/2025  

 

Figure 10. Performance Evaluation of Gaussian Naïve Bayes  

 

 
Figure 11. Confusion Matrix for Gaussian Naive Bayes 

4.5 Performance Evaluation of Gradient Boosting 

To the dataset used for intrusion detection, the Gradient Boosting Classifier performed satisfactorily, 

scoring not less than 93.35% accuracy, 91.14% precision, 93.35% recall, and an F1 score of 90.97% shown in 

Figure 12. These findings indicate that the model performed quite well overall, with a high accuracy mean-

ing that most cases were predicted correctly. The precision value indicates how many of the total predicted 

positive cases were actual affirmative cases. The recall value states the model is good in detecting true 

positives, whereas the accuracy value proposes how accurately the model has predicted positive outcomes. 

The balance of the F1 score suggests that the model is maintenance-free and trustworthy with its coverage 

of classification tasks. 

 

 
Figure 12. Performance Evaluation of Gradient Boosting  
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Figure 13. Confusion Matrix for Gradient Boosting Classifier 

4.6 Performance Evaluation of K-Nearest Neighbors 

K-Nearest Neighbors classifier demonstrated superior behavior while handling our intrusion detec-

tion dataset. The KNN classifier has an accuracy rate of 92.32%, indicating that the majority of the cases 

were correctly labeled shown in Figure 14. The accuracy of the model correctly forecasting the positive 

class is represented as 89.04%, while the recall at 92.32% is for true positive events. The strength and relia-

bility of the model were highlighted by an F1 score of 90.28%, emphasizing its balanced performance with 

an equal emphasis on precision and recall. These results reflected the key contributions of the KNN classi-

fier to our intrusion detection system and hold promise for further enhancement of overall system perfor-

mance and robustness through ensemble approaches by integrating it with more models. 

 

 
Figure 14. Performance Evaluation of K- Nearest Neighbors  

 

 
Figure 15. Confusion Matrix for K-Nearest Neighbors 
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4.7 Performance Evaluation of Multi-Layer Perceptron 

The multi-layer perceptron classifier demonstrates robust performance on our intrusion detection da-

taset. This classifier correctly classified an astonishing 93.21% of instances, suggesting that a high propor-

tion of instances was classified with accuracy shown in Figure 16. The precision of 89.57% gives an idea as 

to how well the model will make correct positive classifications while the recall of 93.21% is a measure of 

how well it identifies real positive instances. The F1 score of 90.09% thus makes a performance balance 

between precision and recall apparent, showing the model's reliability and robustness overall. This would 

explain the performance of this model in supporting our intrusion detection system, where it could be 

extended using different models through ensemble techniques for more effective and robust performance. 

 

 
Figure 16. Performance Evaluation of Multi-Layer Perceptron  

 

 
 

Figure 17. Confusion Matrix for Multi-Layer Perceptron 

4.8 Performance Evaluation of Convolutional Neural Network 

The Convolutional Neural Network (CNN), however, performed remarkably well on our intrusion 

detection dataset. With 93.14% accuracy, the models have classified a large number of instances correctly 

shown in Figure 18. Accuracy of 86.95% indicates that the model performs well in predicting the numbers 

of positive classes among all the instances on the training data, while a 93.14% recall specificity indicates 

how well this model shows positive events. The F1 score of 89.94% represents a compromise between recall 

and accuracy, further demonstrating how well-rounded and stable the model could be. These results un-

derscore the contribution of the CNN toward our intrusion detection system and its potential for incorpo-

ration with other models in ensemble techniques for boosting performance and robustness. 
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Figure 18. Performance evaluation of Convolutional Neural Network  

 

 
Figure 19. Confusion Matrix for Convolutional Neural Network 

4.9 Performance of Proposed Ensemble Models 

Ensemble or ensemble learning the benefits of many base models of Random Forest, Decision Tree, 

Gaussian Naive Bayes, K-Nearest Neighbor, Logistic Regression, Multi-Layer Perceptron, and Convolu-

tional Neural Networks performed well with our dataset. The accuracy, precision, and recall of the stacked 

model were 96.33%, 95.53%, and 95.64% respectively shown in Figure 20. This shows how much the algo-

rithm can detect real positive cases and give highly accurate positive predictions. Ensemble's remarkable 

accomplishment highlights its promise to strengthen the intrusion detection system in terms of power and 

resistance via a combination of the many advantages of multitudes of algorithms, thereby improving an 

even more significant and accurate detection mechanism. 

 

Figure 20. Performance of Proposed Ensemble Model  
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Figure 21. Confusion Matrix for Performance of Proposed Ensemble Model 

4.10 Performance Comparison of Proposed LDX Model 

The comparison of the performance of various models used in this study, including the proposed 

ensemble model, Gradient Boosting, Logistic Regression, K-Nearest Neighbors, Multi-Layer Perceptron, 

Convolutional Neural Network, Random Forest, Decision Tree, and Gaussian Naive Bayes. The evaluation 

metrics used for comparison are accuracy, recall, F1-score, and precision. 

Table I sets a comparative study of various machine learning algorithms using four performance met-

rics Accuracy, Precision, F1-Score, and Recall. The proposed LDX Model demonstrates its superiority over 

all machines by being the only algorithm to rank first in accuracy 96.33% with balanced measures of pre-

cision 95.53% recall 96.33%, and F1-score 95.64%, therefore, having the most predictive power. Among 

classical models, Gradient Boosting comes in quite efficient at 93.35%, shortly followed by Logistic Regres-

sion, MLP, and CNN in the range of 93%. KNN shows a competitive performance of 92.32% but with 

slightly lesser precision. The accuracy of Random Forest and Decision Tree remains mediocre with rates of 

88.15% and 87.82%, suggesting possible overfitting. Interestingly Gaussian Naïve Bayes has the lowest 

accuracy with 72.21% but has the highest precision with 94.38%, which implies that it predicts a small 

number of false positives but has poor recall and overall performance. Results evidenced the comparative 

advantage of ensemble and deep learning models over simpler algorithms, thereby conferring more ro-

bustness to the proposed LDX model in attaining the optimal classification performance. 

 

Table 1. Performance Comparison Proposed Model’s 

Models Accuracy Precision F1-Score Recall 

Proposed LDX Model 96.33% 95.53% 95.64% 96.33% 

Gradient Boosting 93.35% 91.14% 90.97% 93.35% 

Logistic Regression 93.22% 86.98% 93.25% 89.99% 

KNN 92.32% 89.04% 90.28% 92.32% 

MLP 93.21% 89.57% 90.09% 93.21% 

CNN 93.14% 89.04% 89.94% 93.14% 

Random forest 88.15% 87.64% 87.89% 88.15% 

Decision Tree 87.82% 87.55% 87.82% 87.69% 

Gaussian Naive Bayes 72.21% 94.38% 79.13% 72.21% 
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5. Conclusions and Future Work 

The results highlight that the efficiency of any intrusion detection system can be improved optimally using 

the ensemble models. With the strengths of various machine learning and deep learning algorithms com-

bined, ensemble models perform well in terms of better accuracy and robustness in detecting cyber threats. 

All the algorithms were trained and tested on our intrusion detection dataset, and evaluation metrics such 

as accuracy, precision, recall, and F1 score were evaluated. Our results suggest that ensemble technique 

whereby the advantages of different individual algorithms are leveraged together, delivers the highest 

performance. The ensemble model attained a great accuracy of 96.33%, precision of 95.53%, recall of 

96.33%, and F1 score of 95.64%. This signifies the leverage of the ensemble approach in significantly im-

proving detection capabilities. Future work will focus on: integrating BERT and GPT models for encrypted 

traffic analysis, measuring framework adaptability through response time and false-positive rate bench-

marks, and testing against zero-day attacks in AWS/Azure cloud environments. 
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