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Abstract: In order to maintain high production standards, the quality control process in textile 

manufacturing mostly depends on the efficient detection of fabric flaws. Conventional defect 

monitoring techniques are labor-intensive, manual and prone to human mistake, which results in 

inconsistent quality. In this research, the hybrid deep learning model is proposed using 

convolutional neural networks and gated recurrent unit networks for textile defect detection in the 

textile industry. The goal is to increase this crucial process's precision, effectiveness, and 

dependability. Since fabric defect identification is a crucial step in quality control, it is one of the 

manual operations that has gradually been automated using the aforementioned techniques. The 

performance evaluations were conducted on proposed model and compare with other models 

including Convolutional Neural Networks (CNNs), Artificial Neural Networks (ANN), Recurrent 

Neural Networks (RNN), and Long Short-Term Memory (LSTM).  CNN ability to extract features 

and GRU skill at sequential learning credited with this improved performance, which allow the 

model to successfully capture temporal and spatial relationships. The proposed hybrid model which 

combines CNN + Gated Recurrent Unit (GRU) are performed well as compare to other models and 

achieved the accuracy of 0.9841. The findings shows that CNN is a strong option for the given 

problem as it improves classification accuracy when combined with GRU. 
 

Keywords: Deep Learning; Convolutional Neural Networks; Gated Recurrent Units; Textile Defect Detec-
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1. Introduction 

In textile Industry, fabric tends to have a variety of flaws and distortion that have an enormous impact 

on the quality of the final outcome. Fabric is wasted due to a number of production flaws. May be a machine 

failure is one of the important causes of these flaws in fabric [1]. An inspection must be performed in order 

to determine whether the produced fabric meets market standard or not. Usually, this procedure involves 

human labor [2]. Actually, this is a manual inspection and highly skilled team of human labor is required 

to perform this manual inspection. On the other hand, this procedure takes a long time and human tired-

ness is one of the main causes that can lead to the defects [3]. These defects in fabric can also arise during 

manufacturing process due to variety of other factors as well like adding raw or unprocessed material, 

coloring, crafting or during the stage of sewing [4]. This leads to the creation of defective fabrics which 

could reduce customer satisfaction and quality of the fabric. Inferior items typically sent back to the textile 

mill for replacement which may lead to increase the overall production cost [5]. So, need to identify the 

defect and to remove them timely. Once we determine, how the flaws are manifesting, the production 

process could be enhanced to prevent them from happening in the initial stages rather than fixing them 

when they arise [6].  
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Although a great deal of research has been done on the detection of fabric defects and most of it has 

been based on datasets that involved carefully placed pictures of fabrics taken in controlled environment 

[7]. These kinds of datasets face a lot of difficulties in real-time production of fabric. The quality and place-

ment of the images are poor because actual images vary from the real-time fabric that leads to the failure 

of fabric defect detection [8]. Moreover, the research on this issue can be divided into two main groups: the 

identification of faults in printed material and the identification of faults in plain fabric [9]. In case of 

printed fabric further segregation can be performed between regularly printed fabrics and irregularly 

printed fabric [10]. This is due to the fact that a wide range of prints make it challenging to differentiate 

between patterns and the flaws. As a result, various approaches must be performed to determine the stuff, 

quality and to identify the flaws in fabric [11]. 

 In textile sector, upholding high standards of quality is essential and identifying fabric flaws is a key 

component of quality assurance [12]. Manual inspection is quite difficult because of wide variety of com-

plexity of flaws that are identified by inherent uncertainty [13]. The efficacy of manual examination is fur-

ther restricted by human exhaustion which leads to a poor detection rate. Hence, there must be an auto-

mated system that will be less prone to error and bugs, carefully examine every element and most im-

portantly to turn out to be economical [14]. There must be a proper pattern related to these flaws, otherwise 

they may exhibit similar behaviors. Categorization can become considerably simpler if we detect some 

common kind of defects [15]. The ability to optimize the production process by concentrating on the indi-

vidual processes that are creating certain types of faults is one of the many benefits of classification. By 

counting the number of defects in each class, we may determine which process step is the most problematic 

[16]. The textile industry is entering in a new era that is revolutionary and has a promising future. A com-

prehensive online system for detecting defects in textile fabrics relies on its detection algorithms [17]. Ac-

cording to researchers, neural networks with deep learning are highly accurate in handling classification 

challenges. As a result, automated defect detection systems driven by Machine Learning (ML) and Deep 

Learning (DL) methodologies have become increasingly popular [18]. Machine learning analyze fabric us-

ing data driven methods to identify patterns and abnormalities in fabric. Even in the cases where minor 

flaws in fabric occur, specific machine learning models are able to detect deviations from conventional 

fabric patterns [19]. Defects are classified by algorithms such as Support Vector Machine (SVM) and deci-

sion trees using predetermined features like color, texture of fabric and patterns. As ML systems learn from 

new data, they become better with the passage of time that make them more appropriate for adapting new 

manufacturing procedures [20].  

In the same way intricate fabric benefits greatly from deep learning that elevates machine learning to 

a new level by automatically extracting properties from unprocessed data. Neural networks with Deep 

Learning (DL) plays a vital role in order to evaluate and finds defect much more quickly and accurately 

[21]. Due to the ability to learn and extract complex features from data, Convolutional Neural Networks 

(CNNs) have become one of the most effective methods for image-based defect identification [22]. CNNs, 

a subclass of deep learning models has completely changed computer vision and image processing [23]. 

CNNs are quite good at recognizing texture and pattern flaws such as holes, misalignments or stains. On 

the other hand, some more AI techniques in DL like Generative Adversarial Networks (GANs) and edge 

AI for real-time Monitoring and reinforcement learning are used for identification of flaws in fabric effec-

tively [24]. Through these automated AI help to ensure the quality of fabric by detecting the flaws or defects 

at initial stages and by using ML and DL in fabric defect detection the accuracy will be achieved by iden-

tifies flaws with higher accuracy rate as compared to other manual methods. It also enables real time defect 

detection in production of fabric by minimizing the ratio of waste of fabric. It also reduces labor costs and 

easily adapt to different kind of fabric and production scales [25].  

The important challenges that could be face by using deep learning in identifying defect in fabric is to 

attain high-quality labeled datasets for training because DL needs a significant computational resource. 

The following contributions are made in this context:  

• This research demonstrated hybrid deep learning models for textile defect detection by uti-

lizing Convolutional Neural Networks (CNN), Artificial Neural Networks (ANN), Recur-

rent Neural Networks (RNN), and Long Short-Term Memory (LSTM).  The better results 

are obtained by hybrid the combined CNN + Gated Recurrent Units (GRU) model. 
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• To train deep learning models, the dataset is preprocessed for trials, which includes label 

encoding, image resizing, and data augmentation. 

• The performance of the proposed method is thoroughly assessed using many commonly 

used assessment metrics, including as F1 score, recall, accuracy, and precision. 

 

The remaining section of the document is structured as follows: The associated work that is pertinent 

to the proposed technique is explained in Section 2. The proposed CNN and GRU hybrid model were 

introduced in Section 3. The findings and analysis of this study are presented in Section 4 in order to assess 

the effectiveness of the proposed technique. The conclusion and future direction are finally concluded in 

Section 5.   

2. Related Work  

Due to the critical need of manufacturing high-quality textile, research on fabric defect detection has 

been ongoing for decades [26]. Many techniques which may be broadly categorized deep learning algo-

rithm, spectral and statistical have been explored in past to automate the identification procedure of fab-

ric’s defect. The defective area is the one with a higher chance [27]. The CNNs receive the fabric defect 

probability map as a Pairwise Potential Activation Layer (PPAL) [28]. CNN was used to identify missing 

thread, oil stains, and hole flaws in the picture and to categorize the uniform textured materials with faults 

[29].  

YOLO-based technique is proposed to identify hole faults, knot tying, and belt yarn in yarn-dyed 

cloth. YOLO9000, Tiny-YOLO, and YOLO-VOC were used to train the network; the corresponding preci-

sions were 0%, 36%, and 86% [30]. They choose YOLO-VOC for their studies based on those first tests, and 

in order to optimize the network and increased the number of iterations to 20,000 and 30,000 with a learn-

ing rate of 0.01; this increased the precision to 94.5% and 90.6%, respectively [31]. Stacked Auto Encoders 

(SAEs), an efficient deep learning technique are used to identify flaws such as broken ends, holes, netted 

multiples, thick bars, and thin bars [32]. K-mean clustering was used to analyze the defect in dataset of 

images in order to examine the ideal anchor box size for YOLO identification. On a benchmark dataset of 

fabric images with 3000 samples and five classes, an accuracy of 97.2 was attained [33]. 

Their research was based on convolutional generative adversarial network. A residual map was cre-

ated by subtracting the encoder’s output which is the original image and the reconstructed image [34]. 

Possibly all faulty areas were highlighted in the map [35]. Using many data samples, the model attained a 

FNR of 12.09, an accuracy of 51.62%. However, the flaw for this model was noisy segmentation [36]. In this 

model the network mainly focusses on flaws by the attention mechanism. On the other hand, the proposed 

design uses feature concatenation to enhanced classification with the use of multi-task fusion [37]. By merg-

ing the classification and attention map branches, this fusion module enhances classification results even 

for minor flaws [38]. The proposed model obtained on precision 0.98, F1 score 0.987 and recall 0.994 but 

this was mainly implemented for plain fabric only [39]. 

Another research proposed a deep CNN architecture for classification for defects concentrated on de-

veloping a filter to eliminate images nonlinear mixed noise [40]. Image processing is done at first stage 

using Pseudo-convolutional neural network or P-CNN according to this study [41]. Like conventional con-

volutional network with three layers, adaptive window filters with weight initialization are used in the 

first feature extraction layer. A probabilistic distribution of noise is used to initialize these filter values [42]. 

A CNN is used in phase 2 to categorize and identify flaws. Mainly this model attained the results of 93.92% 

accuracy rate and 92.51% specificity rate. However, the algorithm struggled to accurately categorize the 

plain fabric samples and printed fabrics [43]. 

Multi-scale features were extracted from the input and template image using the Siamese feature pyr-

amid network. An attention module was added to differentiate between input and template features [44]. 

A self-employed gadget was advised in order to correct the placement error between the input images and 

the reference images. This model yields the accuracy of 83.30% and a map of 47.1. The primary drawback 

of this study was that each design need template photos in order to identify the flaws or defects [45]. Fur-

thermore, a fabric that include both plain and printed fabric for the training of a robust model. According 

to this study, nine courses and 19 distinct backgrounds with stain, holes, wrinkles, and thread end are 

implemented on cascade R-CNN [46]. The purpose of using these techniques was to fully detect the faults 
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of small and medium sizes in high resolution snaps [47]. The final results obtained by combining these tiny 

fragments [48]. The results revealed a map of 75.30% but some flaws in this pattern still exist. Table 1 shows 

the summary of previous work.      

Table Error! No text of specified style in document.1. Summary of the Related Work 

References Models Results 

[49] ANN Accuracy=95.46% 

[50] RNN Accuracy=96% 

[51] CNN Accuracy=98% 

[52] CNN Accuracy=95% 

[53] Alex-net based CNN Accuracy= 98.2% 

[54] CNN Accuracy= 87.31% 

[55] VGG16 Accuracy= 98.1% 

[56] Dense Net AUC= 18% 

3. Proposed Methodology 

The purpose of this work is to describe a non-locally centralized sparse representation-based defect 

detection model. To improve picture contrast, all photos are first preprocessed using grey-level transfor-

mation. Next, using adaptive compact sub-dictionaries derived from non-defective samples, the approxi-

mation pictures of the input images are created. Data preprocessing, which involves data cleansing, label 

encoding and feature extraction; data training and testing, where 80% of the dataset will be trained and 

20% will be tested, using its corresponding model. Lastly, thresholding techniques are used to segregate 

any flaws in the residual picture of input image and its approximation. Fig. 1 shows the proposed work 

flow of system. The different primary components of the detection model are defect detection, which may 

be done in real-time, and dictionary learning, which is an offline procedure. The following will provide a 

detailed introduction to each of the proposed model's operations.  

      

 

Figure 1. Proposed Methodology 
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3.1 Dataset Description 

In the context of textile fabric, rare anomaly can occur, hence compromising the quality of the tissues. 

In order to avoid that in some scenario, it is crucial to detect the defect. This dataset is for educational 

purposes Image size: 32x32 or 64x64 classes: ['good', 'color', 'cut', 'hole', 'thread', 'metal contamination'] 

rotations: 8 different rotations in [0, 20, 40, 60, 80, 100, 120, 140].  Given an image size, a train and test 

dataset are available with randomly generated patches. Source images from the train and test are non-

overlapping different tasks are possible: classification of the classes type classification of angles using only 

"good" images and testing of other classes texture representation learning / self-supervised. Fig. 2 shows 

the classes of the dataset. 

  

Figure 2. Classes of the Dataset. 

3.2 Data Preprocessing 

A hybrid CNN+GRU model is being trained and evaluated using the MVTec Anomaly Detection da-

taset in order to detect textile defects. Various preprocessing approaches are used to improve generaliza-

tion, boost speed, and make the input consistent before it is represented in the model. Following steps 

involved in training and evaluating the data preprocessing.  

 

1. Data Cleaning and Formatting: 

• Convert all images to a common file format. 

• Remove damaged or unnecessary files. 

2. Resizing: 
 

• Resize all images to fixed dimensions (64x64 pixels) to match CNN input requirements. 

 

3. Data Augmentation: 
 

• Apply rotation to increase variety. 

• Use flipping (horizontal/vertical) to simulate different perspectives. 

• Apply zooming to simulate varied distances. 

• Adjust brightness to handle lighting variations. 

• These techniques help improve generalization and enhance defect detection performance, 

especially for rare defects. 



Journal of Computing & Biomedical Informatics                                          Volume 08 Issue 02                                                                                         

ID : 949-0802/2025  

 

4. Dataset Splitting: 

 

• Split the dataset into training and testing sets. 

• Use 80% of the data for training the model. 

• Reserve 20% of the data for testing. 

 

5. Purpose of Splitting: 
 

• Training set allows the model to learn from the majority of the data. 

• Testing set enables objective evaluation of the model’s performance on unseen data. 

3.3 Deep Learning Models 

A device framework is made up of several layers of artificial neurons called a deep learning model. 

To generate predictions or judgment, each layer converts the input data into exponentially more compli-

cated representation. In order to reduce errors, deep learning models are trained by adjusting the network’s 

weights and biases. There is some key component of deep learning models such as input layer that accept 

unprocessed data and then it preprocessed in standardize format. There are certain hidden layers that per-

form calculations to extract features from the input then produce output layer that involve final analysis 

and predictions. Weight and biases are the parameter in deep learning model through which model learns 

to map input to output and then finally measures the difference between the model’s predictions and true 

labels. Optimizer is also one of the key concepts in which optimizer uses the gradients of the loss function 

to update the weight and biases. 

3.4.1 Convolutional Neural Networks 

The Convolutional Neural Network model is, in fact, favored among deep learning architectures for 

the defect detection in textiles because it can automatically extract and learn spatial features from image 

data. The model generally starts from the input layer, where textile images are resized (e.g., 224x224 pixels) 

and normalized so that training can be stable and consistent. In the next step, convolutional layers were 

applied for filtering the images and detecting the important patterns such as edges, textures, or irregulari-

ties. They are activated using non-linear activation functions, ReLU, and are followed by pooling layers, 

for example, Max Pooling, which perform down-sampling to reduce the spatial dimensions of the data 

while retaining the most salient features. After a specified number of convolutional and pooling layers, the 

output is flattened to obtain a 1D vector and fed into fully connected (dense) layers for complex represen-

tations learning. Dropout layers can also be incorporated during training to avoid overfitting by randomly 

deactivating some neurons. The output layer usually applies SoftMax or sigmoid activation for classifica-

tion to detect the images with defects or those that are defect-free. During training, the model takes a la-

beled dataset of textile images and aims to reduce the loss (e.g., cross-entropy) by backpropagation and 

optimization algorithms such as Adam. After learning the patterns of defects such as tears, stains, and 

weaving issues, a well-trained CNN would constitute an excellent alternative for the automatic quality 

assessment in textile manufacturers.   

3.4.2 Artificial Neural Network 

Artificial Neural Network (ANN) describes other machine learning techniques that may be applied 

in detecting defects in textiles since it is more suitable for tabular data or non-image features. In this case, 

an ANN can directly implement features extracted from the textile images (for example, texture metrics, 

color histograms, and statistical patterns) rather than raw image features. The architecture typically begins 

with an input layer that receives these pre-processed features, followed by one or more hidden layers, each 

continent with several neurons, allowing for the learning of patterns and relationships found in the input 

data through weighted connections and activation functions such as ReLU or sigmoid. The network utilizes 

regularization strategies to lesson overfitting and hidden layers to identify intricate patterns that point to 
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flaws. SoftMax or sigmoid activation function functions, or defect classification of multi-class issues are 

used by the final output layer to forecast the presence or absence of defects.  

Table 2. Pseudocode 1: Proposed CNN+GRU Hybrid Model. 

BEGIN 

 

# Step 1: Preprocessing 

Load and preprocess video frames or fabric image sequences 

Normalize pixel values (e.g., divide by 255) 

Resize images to fixed dimensions 

Segment into time sequences if video (optional) 

 

# Step 2: Define CNN for spatial feature extraction 

Define CNN_Model: 

Input: Single image/frame [height, width, channels] 

Apply Conv2D layer(s) with activation (e.g., ReLU) 

Apply MaxPooling2D layer(s) to reduce spatial size 

Repeat convolution and pooling to deepen network 

Flatten or GlobalAveragePooling to reduce feature map to vector 

Output: Feature vector for each frame 

 

# Step 3: Extract features for each time step using CNN 

For each time_step in input_sequence: 

Apply CNN_Model to each image/frame 

Collect sequence of feature vectors 

 

# Step 4: Define GRU for temporal pattern recognition 

Define GRU_Model: 

Input: Sequence of feature vectors from CNN [batch_size, time_steps, 

feature_dim] 

Apply one or more GRU layers (optionally bidirectional) 

Output: Temporal representation (can be last output or sequence) 

 

# Step 5: Fully connected layer and classification 

Apply Dense (Fully Connected) layer(s) 

Apply Softmax or Sigmoid for final classification based on task 

 

# Step 6: Compile the model 

Define loss function (e.g., categorical_crossentropy for multi-class) 

Define optimizer (e.g., Adam) 

Compile model 

 

# Step 7: Train the model 

Input: training_sequences, training_labels 

Train model using epochs, batch size, validation set 

 

# Step 8: Evaluate and use for prediction 

Evaluate model on test data 

Predict defect types or flag defective regions 

 

END 
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3.4.3 Long Short Term Memory 

For textile defect identification, LSTM networks operate effectively when examining sequential data, 

including video frames, scanned fabric lines, or sensor readings. Their proficiency in identifying relation-

ships and temporal patterns in the data is exceptional. To learn long-term associations, the model analyzes 

sequential inputs through LSTM layers. The result is then mapped to dense layers for categorization. Soft-

Max is utilized for multi-class issues, whereas sigmoid activation is used for binary jobs. When it comes to 

time-based defect identification scenarios, such as real-time monitoring or seeing patterns in fabric scan-

ning, LSTMs are perfect. 

3.4.4 Recurrent Neural Networks 

Recurrent Neural Networks (RNNs) may be used in certain situations to identify textile flaws in var-

ious sequences, including sensor output, fabric line scans, and video streams of whole fabric surfaces. To 

understand temporal patterns and relationships, they sequentially process data, remembering knowledge 

about previous actions at each stage. An RNN model comprises one or more RNN layers that learn tem-

poral associations when an input layer receives sequential data. Dense layers are used to classify the out-

put, and activation functions like SoftMax for multiclass tasks and sigmoid for binary jobs are used. RNNs 

are effective at identifying flaws that have developed sequentially, such as a slow texture change or reoc-

curring flaws. 

3.4 Proposed Hybrid Models 

For textile defect identification in situations requiring both spatial and sequential data, a CNN+ GRU 

hybrid model combines the advantages of Convolutional Neural Networks (CNNs) and Gated Recurrent 

Unit (GRU) networks, making it extremely successful. While the LSTM component records temporal de-

pendencies or sequential patterns, such as slow changes in defects over scanned lines of fabric or video 

frames, the CNN component is utilized to extract spatial characteristics from pictures or frames, such as 

textures, patterns, and abnormalities. Usually, the architecture starts with a CNN, from which spatial char-

acteristics are extracted from the input pictures using convolutional and pooling layers. The GRU layers 

process the temporal connections or sequential patterns after the CNN's output has been flattened or 

molded into a sequence format. For instantaneous textile monitoring, video-based flaw identification, or 

any application requiring the simultaneous analysis of spatial and temporal information, this hybrid tech-

nique is especially helpful. CNN+GRU models can offer very reliable and accurate defect detection by 

using the temporal strength of GRU and the spatial capabilities of CNNs. 

4. Results and Discussion 

For deep learning approaches, well-structured data collection is necessary. Creating a custom dataset 

according to the necessary fault types is an extra choice. The basic procedures such as rotation, flipping, 

translation, and random cropping may be applied to existing datasets to improve them and offer additional 

examples for better deep neural network training stages. Depending on the objective, there are several 

methods to evaluate the strategy's efficacy, including f1-score, recall, accuracy, and precision. 

4.1 Performance of CNN Model 

The convolutional neural network model performed exceptionally well at epoch 30, achieving the 

highest accuracy 0.9689, precision 0.9682, recall 0.9687, and F1-score 0.9681. These results demonstrate the 

model's ability to extract geographic information from the dataset and generate reliable and accurate pre-

dictions. Performance of CNN model are displayed in Table 3. 

4.2 Performance of Artificial Neural Network 

The Artificial Neural Network (ANN) model performed outstandingly, with the highest accuracy of 

0.9322. The model also showed great accuracy (0.9418), recall (0.9322), and F1-score (0.9320) at epoch 30, 

indicating that it could correctly identify cases while maintaining a balanced trade-off between precision 

and recall. These results suggest that the ANN model accurately identified the underlying patterns in the 

dataset, leading to excellent generalization and classification performance. Table 4 show the performance 

of ANN Model. 
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Table 3. Performance of CNN Model. 

Epoch Accuracy Precision Recall F1 score 

5 0.8532 0.8645 0.8541 0.8513 

10 0.8911 0.8915 0.8921 0.8909 

15 0.9175 0.9268 0.9171 0.9183 

20 0.9489 0.9585 0.9482 0.9491 

25 0.9635 0.9629 0.9637 0.9626 

30 0.9689 0.9682 0.9687 0.9681 

 

Table 4. Performance of ANN Model. 

Epoch Accuracy Precision Recall F1 score 

5 0.7871 0.7664 0.8051 0.7881 

10 0.8381 0.8172 0.8469 0.8251 

15 0.8661 0.8575 0.8643 0.8556 

20 0.8832 0.8734 0.8939 0.8821 

25 0.9115 0.9004 0.9132 0.9119 

30 0.9322 0.9418 0.9322 0.9320 

 

4.3 Performance of Long Short Term Memory 

The Long Short-Term Memory (LSTM) model performed better at 30 epochs, with a maximum accu-

racy of 0.9423. Furthermore, the model's F1-score of 0.9404, accuracy of 0.9438, and recall of 0.9402 demon-

strated a well-balanced classification performance. These results show how effectively LSTM improves 

prediction accuracy by capturing long-range correlations in the dataset. Table 5 show the performance of 

LSTM Model. 

Table 5. Performance of LSTM Model. 

Epoch Accuracy Precision Recall F1 score 

5 0.7035 0.7156 0.7035 0.7094 

10 0.7842 0.7983 0.7842 0.7912 

15 0.8235 0.8357 0.8235 0.8295 

20 0.8528 0.8634 0.8528 0.8581 

25 0.8812 0.8923 0.8812 0.8867 

30 0.9423 0.9438 0.9402 0.9403 



Journal of Computing & Biomedical Informatics                                          Volume 08 Issue 02                                                                                         

ID : 949-0802/2025  

4.4 Performance of Recurrent Neural Networks 

The Recurrent Neural Network (RNN) produced the best outcome, with the highest accuracy of 

0.9402. The model also demonstrated its strong capacity to recognize patterns and sequential correlations 

in the dataset by achieving remarkable accuracy (0.9418), recall (0.9402), and F1-score (0.9399) with the use 

of an epoch of 30. By maintaining a high level of overall performance while finding a balance between 

recall and precision, these results show how well the RNN does in classification tasks. Table 6 show the 

performance of RNN Model. 

Table 6. Performance of RNN Model. 

Epoch Accuracy Precision Recall F1 score 

5 0.6980 0.7351 0.762 0.7482 

10 0.7994 0.7891 0.7988 0.7899 

15 0.8211 0.8113 0.8117 0.8119 

20 0.8634 0.8656 0.8644 0.8639 

25 0.9161 0.9188 0.9185 0.9278 

30 0.9402 0.9418 0.9402 9.9399 

 

4.5 Performance of Proposed Hybrid Models 

The proposed Hybrid CNN+GRU model excelled in the classification task, with a highest accuracy of 

0.9841. By attaining an accuracy of 0.9849, a recall of 0.9840, and an F1-score of 0.9841 with 30 epochs, the 

model proved its robustness and effectiveness in capturing both spatial and temporal interactions within 

the dataset. The addition of CNN layers enabled efficient feature extraction, while the GRU component's 

capacity to recognize sequential dependencies led to improved classification performance. These results 

show that the model is a very reliable approach to the problem at hand because of its excellent generaliza-

tion across samples. Table 7 show the performance of proposed Hybrid CNN+GRU Models. 

 

Table 7. Performance of Proposed Hybrid Models 

Epoch Accuracy Precision Recall F1 score 

5 0.8792 0.8765 0.8823 0.8794 

10 0.9152 0.9182 0.9206 0.9194 

15 0.9405 0.9386 0.9447 0.9416 

20 0.9503 0.9472 0.9534 0.9503 

25 0.9631 0.9609 0.9654 0.9631 

30 0.9841 0.9849 0.9840 0.9841 

 

4.6 Performance Analysis of All Models 

The findings and discussion section examined the performance of several models, including CNN, 

ANN, RNN, and LSTM, in the given classification task. Each model's accuracy was evaluated, and while 

conventional architectures like as CNN and LSTM performed well, they did not yield the greatest results. 

Because it was able to capture the spatial and sequential linkages in the data, the proposed hybrid model 

which combines CNN + GRU performed better than the others. By combining CNN's feature extraction 

capabilities with GRU's ability to maintain long-term dependencies, this hybrid approach was able to attain 
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the highest accuracy of 0.9841. This significant improvement shows that convolutional and recurrent ar-

chitectures may be used to enhance classification performance. Table 8 show the performance of analysis 

of all employed models. 

Table 8. Comparison Analysis of All Models 

Epoch Accuracy Precision Recall F1 score 

CNN 0.9689 0.9682 0.9687 0.9681 

ANN 0.9322 0.9418 0.9322 0.932 

RNN 0.9402 0.9418 0.9402 0.9399 

LSTM 0.9423 0.9438 0.9402 0.9403 

Proposed Hybrid Models 0.9841 0.9849 0.9840 0.9841 

5. Conclusions 

The MVTec Anomaly Detection dataset is a benchmark for unsupervised anomaly identification, de-

signed to replicate real-world industrial inspection scenarios. It enables the evaluation of anomaly detec-

tion methods across diverse object and texture classes with various types of defects.  It is possible to eval-

uate anomaly detection methods for both image-level classification and pixel-level segmentation when 

pixel-precise ground truth labels for anomalous regions in the images are provided. Several state-of-the-

art methods and two conventional methods were thoroughly evaluated on this dataset, showing that there 

is still much room for improvement and providing a baseline for this dataset. A few of deep learning mod-

els, including CNN, ANN, RNN, and LSTM, were implemented and evaluated. Despite the fact that these 

models shown significant proficiency in classification tasks, the proposed hybrid model, which combines 

CNN and GRU, had the highest accuracy of 0.9841. This enhanced performance shows how the model's 

ability to recognize both temporal and spatial patterns in the input may be enhanced by using convolu-

tional layers for feature extraction and GRU for sequential dependencies.  According to the findings, the 

CNN+GRU hybrid model is a very effective strategy for raising classification accuracy in challenging da-

tasets. In order to improve generalization and robustness, future research might investigate additional op-

timization hybrid model by adjusting hyperparameters, adding attention mechanisms, and testing with 

bigger datasets. 
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