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Abstract: Firewall logs are still challenging to evaluate, while being important data sources. 
Machine Learning has become a popular technology for creating strong security measures because 
of their ability to react quickly to complicated attacks. Firewall logs generate high-volume, complex, 
and often imbalanced data, where malicious activities are rare compared to normal traffic. The 
challenge is further compounded by the dynamic nature of cyber threats and the presence of noise 
or redundant information in the logs. In this research, a stacking classifier called Decision Tree 
Classifier + Bagging Classifier (DB) for Firewall logs is proposed using the ensemble machine 
learning models.  A comparison is performed to evaluate the classifier's overall performance based 
on F1-score, accuracy, precision, and recall. A firewall that was set up with Snort and TWIDS had 
its logs taken. The 65532 occurrences of the receiving log record include a total of 12 attributes. 
Creating multi-class machine learning models that can analyze the firewall logs dataset and classify 
the necessary actions in response to learned classes as "Reset-both," "Allow," "Deny," or "Drop". For 
assessment, a variety of machine learning methods have been used, such as Random Forest, K-
Nearest Neighbor, Logistic Regression, and AdaBoost Classifier. The experiment's 99.89% accuracy 
rate for the proposed model using stacking classifier DB is an interesting interpretation of the 
findings. However, the high accuracy rates produced as compared to other algorithms show that 
the recommended points were crucial in increasing the firewall classification rate. 
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1. Introduction 

 The social community is constantly changing in the era of computer networks and information 
technology, bringing concerns about network and information security. Among other things, network 
administrators invest a lot of money in network security measures like firewalls and antivirus software[1]. 
They put a lot of work into protecting the networks' integrity and safety as well as keeping network data 
private to thwart intrusions from both within and outside the network. Network security has become a 
global problem as everyday actions are now completed online thanks to the development of internet 
technology. Therefore, the goal is to identify security vulnerabilities so that common security technologies 
like firewalls and VPNs may be used to protect against assaults [2]. The most important component of 
computer networks that naturally contributes to network security is the firewall. By examining the 
incoming and outgoing packets, it may either prevent or permit communication based on a predetermined 
process. For computer networks and communication to function safely and effectively, a firewall structure 
is required. A hardware or software network security tool called a firewall is responsible for monitoring 
packet traffic entering and leaving the network and determining whether or not unique traffic will be 
allowed [3]. The firewall records network plan hostilities, including source, port numbers, IP addresses for 
vacation spots, and other data. Based on source and destination IP addresses, protocols, ports, and other 
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factors, the logs explain how the firewall controls incoming and outgoing network connections [4]. Most 
researchers look at firewall logs for too-lenient or pointless rules to ignore that enhances the detection of 
potentially harmful behavior [5]. The threat posed by cyberattacks has grown in this important business. 
Over the past 10 years, cyber threats to businesses in all sectors have significantly increased. Cyber threats 
such as ransomware, data leaks, hacking, phishing, and insider risk put groups in danger [6]. This 
demonstrates the need to adhere to data integrity and usability precautions. In most cyberattacks, the 
attacker may conceal his attack since he is aware of the company's security procedures [7]. The regulations 
are always changing, which is a big problem because they are manually defined by the engineers and safety 
personnel of the firms in line with their policies and demands. Furthermore, firewalls act as manipulation 
gates that allows the authorized network communications to flow through [8].  

Growing awareness of AI's potential benefits in the field of cyber security stems from the possibility 
that it might improve network and security protocols, making structures more resilient, responsive, and 
robust. Furthermore, massive volumes of log data are produced by network security solutions like 
Intrusion Detection Systems (IDS) and firewalls. This information may be gathered and utilized to build 
models that help identify community dangers, along with patterns in the characteristics of network site 
visitors [9]. Machine learning algorithms need a lot of historical data, which can lead to problems like 
model induction brought on by thousands of variables [10]. In addition to the RF's efficient handling of 
non-linear connections, as is the case with this dataset, it also contains a large number of selection trees. 
The Deep Neural Network (DNN) is used to determine its impact on multiple features-single training in 
the numerical information sets [11]. This included dealing with anomalies and variance in values, as well 
as removing components that no longer added value to the classification method or resulted in processing 
time waste aside from benefit [12]. Furthermore, datasets are frequently analyzed using machine learning 
techniques to uncover hidden associations. Under the direction of algorithms, machine learning constantly 
optimizes models and generates plausible predictions from vast volumes of data. A comparative 
performance analysis was conducted on several machine learning and deep learning algorithms, such as 
K-Nearest Neighbor (KNN), Naive Bayes (NB), J48, Random Forest (RF), and Artificial Neural Network 
(ANN) [13].   

In this research to categorized the proposed action as “Allow”,” Drop”, “Deny”, or “Reset-both using 
machine learning classification techniques [14]. Using a dataset taken from a private organizations network 
log, each of us compared the performance of several machine learning algorithms, including Random 
Forest, K-Nearest Neighbor, Logistic Regression, AdaBoost Classifier and the proposed approach, Decision 
Tree + Bagging classifier.  In this regard, this research provides a stacking model and essentially makes 
the following contributions: 
• In order to improve security protocols for Internet of Things devices, this research proposed a stacking 

architecture for database intrusion attack detection by incorporating the advantages of Random Forest, 
K-Nearest Neighbor, Logistic Regression, and AdaBoost Classifier. 

• Developed a multi-class machine learning model to categorize firewall log actions into "Reset-both," 
"Allow," "Deny," or "Drop." Addressed challenges in processing firewall logs, including high-volume, 
complex, imbalanced data and the dynamic nature of cyber threats. 

• The efficiency of the proposed approach is carefully evaluated using a number of widely used 
assessment metrics, including accuracy, precision, recall, and F1 score. 
This study is separated into several subsequent sections: Section II discusses the related work that are 

relevant to the proposed studies. Section III entails providing an overview of the study strategy, including 
the data gathering strategies, data analysis approaches, and proposed approach for Firewall Log 
Classification. Results and discussion of the proposed approach are presented in Section IV. Section V 
conclude the conclusion and future research directions.  

  
2. Related Work  

The use of ML and DL approaches to analyze firewall logs and categorize the necessary actions based 
on the classes that are acquired as "Allow," "Drop," "Deny," or "Reset-both" are demonstrated [15]. 
Empirical evaluations were carried out, using a number of ML and DL methods for comparison including 
KNN, NB, J48, RF, and ANN to evaluate the performance of the developed models. In the first and second 
trials, the RF algorithm yielded the greatest accuracy of 99.11% and 99.64%, respectively, suggesting that 
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the proposed method greatly increased the firewall classification rate [16]. This study discovered that the 
linear activation function produced the best accuracy value of 67.5% and the sigmoid activation function 
had the highest recall value of 98.5%. At 76.4%, the RBF activation function had the highest F1 score [17].  

The analysis's goal was to determine which classifier would best predict the action label of the firewall 
log entries. The results showed that Random Forest was the most accurate classifier with a predicted 
accuracy 99.7% [18]. Optimizing Decision Tree (ODT) and shallow neural networks (SNN) are two machine 
learning approaches that the author presents in their adaptive classification model for classifying packets 
in firewall system [19]. The experimental results show that the proposed model outer performs several of 
the existing firewall classification techniques in terms of overall accuracy, obtaining 99.8% and 98.5% 
accuracy for ODT and SNN, respectively [20].  

Regarding the second level, the Anomaly type was determined and specified using the Hidden 
Markov Model (HMM) on firewall system [21]. The performance of the Anomaly Detection System (ADS) 
was evaluated against three single-level anomaly detection techniques based on machine learning (ML) 
algorithm: Logistic regression, decision tree and support vector machine in order to examine the ADS 
system outer performed these single-level ML algorithm, with an FPR of 4.09% and a classification 
accuracy of 93.5% [22]. Following analyzing a freeware program for endpoint security, the four 
characteristics that were collected added to ML classifiers such as KNN, NB, and J48 [23]. The class attribute 
was the action attribute that accepts values of “Allow” or “Drop”. The accuracy of the four algorithms, 
performances were compared and assessed. It was found that the KNN classifier had the best accuracy, at 
99.87% [24]. 

In order to determine that concerns may be discovered by statistical analysis of the logs, this study 
aimed to observe the firewall using machine learning techniques and the JRIP algorithm. In addition, four 
characteristics were derived from the extraction of nine features [25]. These trials yielded finding with a 
99.92% accuracy rate. Better outcomes, may come from additional feature extraction research and analysis 
[26]. A larger feature vector might be produced, for instance, by combining features from the applied ADS 
with additional data from the firewall log, as the study mentions. They proposed using modified mortality 
chain model as a compromise indication in order to accomplish this. They created one-class SVM models 
and multi-class SVM models with respective accuracy rates of 95.33% and 98.67% [27].   

In another research, classify the firewall log using SVM technique was utilized. At each instance, a 
new SVM activation function was used to assess the model’s performances [28]. The action property, which 
accepts the values “allow”, “drop”, “deny’, or “rest-both” was multiclass classified by them. Using the 
sigmoid activation algorithm produced the maximum recall value of 98.5% [29]. Using the linear activation 
function produced the highest accuracy of 67.5%. Additionally, using the Radial Basis Function (RBF) 
activation function produced the greatest F-measure of 76.4%. The purpose of the research, the models 
employed, and the highest performance attained are all compiled in Table 1, which also includes all of the 
prior work that have been addressed.      

Table 1. Summary of the Related Work 
References Models Number of Features Results 

[30] SVM, LR, OR DT 6 features Accuracy= 93.54% 

[31] NB, KNN, One R AND J48 6 features Accuracy= 99.87% 

[32] SVM 6 features Accuracy= 95.33% 

[33] SVM 11 features Recall = 98.5% Precision = 67.5% 

[34] DT 11 features Accuracy= 99.83% 

[35] Ensemble RF 11 features Accuracy= 99.80% 

[36] Cart 34 features Accuracy= 96% 

[37] Decision Tree 11 features Accuracy= 90.80% 

[38] Naïve Bayes 11 features Accuracy= 87.81% 
 
3. Proposed Methodology 
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The main aim of this research is used to Machine Learning techniques to internet firewall analysis on 
the firewall log dataset. The utilized models include Random Forest, K-Nearest Neighbors, Logistic 
Regression, and AdaBoost Classifier. An ensemble model that combines Decision Tree and Bagging 
Classifier was presented in order to improve predictive performance. As data moves over the network, the 
models seek to predict the best path of action for each session. By using the effectiveness of bagging, the 
decision tree stability is increased. To ensure an appropriate basis for assessment, the dataset was divided 
into 80% for training and 20% for testing. Four primary measures were used to evaluate this classifier 
performance in order to fully analyze the way algorithm handled firewall-related classification tasks: 
accuracy, precision, recall and F1score. The experimental findings demonstrate how the proposed 
ensemble model may outer perform individual’s classifiers in term of performance and reliability. Each 
step of the conducted approach is summarized in Figure 1.       

 
Figure 1. Proposed Methodology 

3.1. Dataset Description 
The present research made use of a network log dataset that was collected by an individual 

organization. Log records were stolen from a firewall that was installed using Snort and TWIDS. There are 
12 characteristics altogether in the 65532 instances of the receiving log record. Allow action, drop, and reset 
are the four classes in total. The dataset records' statistics are displayed in the Table 1. 

Table 2. Statistics of Dataset Records 
Feature Action 

Value 

Allow 37640 
Drop 14987 
Deny 12851 

Reset-Both 54 

3.2. Data Preprocessing 
To prepare the dataset for use by models for training and testing, pre-processing is obviously done 

before any analysis. Preprocessing includes importing the dataset cleaning it, modifying it, and 
transforming it into a format appropriate for the intended. Dataset splitting it into for training 80% and 
testing 20%. Numerical values were then obtained from categorical characteristics using label encoding. 
Only 22.86% of the log dataset with over 1,000 items contain instances in which “Deny” was the action 
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done. Since at least one category that was previously balanced is now excessively in an array compared to 
others, this proposed an imbalance the number of occurrences of each action type, the 37500 example were 
selected at random to produce a total 65532 instances. Figure 2 represent the dataset with record.    

 

Figure 2. Detail of Dataset 
3.3. Feature Selection and Classification 

The characteristics of source and destination IP addresses, source and destination ports, and protocol 
(TCP or UDP) are taken into consideration in each log line. Only six crucial factors action (Allow, Deny), 
Source IP, Source port, Destination IP, Destination port, and Protocol (TCP/UDP) have been chosen to 
categorize the firewall log collection. As the category attribute, the motion attribute with the nominal 
attributes "Allow" and "Drop" has been selected. The dataset included 25 numerical and express points that 
described the aim characteristic, the activity, and the network visitors' sessions. To achieve the best possible 
performance, two unique experiments have been conducted. 
3.4. Classification of Machine Learning Models 

In classification, finally the feature extraction is analyzed the dataset from the network traffic log and 
feeding it into classifiers such as Random Forest, K-Nearest Neighbor, Logistic Regression, and AdaBoost 
Classifier. The ML algorithms employed are evaluated the overall performance in terms of accuracy, 
precision, recall, F-measure 
3.4.1. Random Forest 

A well-known machine learning method called Random Forest (RF) used in network firewalls to 
categorize network traffic site visitors as either harmful or safe [39]. It is entirely predicated on the idea of 
ensemble learning, which is the process of merging several classifiers to solve a complex issue and improve 
the model's overall performance. The basic concept is to train an ensemble of decision trees using the RF 
method, with each tree being trained on a random subset of features and a part of the dataset.   
3.4.2. K-Nearest Neighbor 

One type of supervised learning method used in machine learning for classifying statistical points is 
the K-Nearest Neighbor (KNN) algorithm. It assigns the new case to the class that is most similar to the 
handy categories based on the assumption that the new data and handy instances are similar. KNN can no 
longer make any assumptions about the underlying data because it is a non-parametric approach [40]. 
When it receives new information, it stores it in a class that is similar to the previously acquired data. For 
web firewall applications, the KNN algorithm provides an easy and efficient way for classifying network 
surfing as either begin or malicious.  
3.4.3. Logistic Regression 

Logistic regression is a well-liked supervised learning technique in machine learning for data point 
classification. Based on the correlation between the attributes and the target variable, it forecasts the 
likelihood that a data point will fall into a specific category [41]. By fitting a logistic function to the data, 
logistic regression is a statistical technique that may be used to estimate the likelihood of outcomes. It is 
beneficial for categorizing tasks, although it can also be used in multi-class situations. Web firewall 
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applications benefit greatly from the widespread use of logistic regression in a variety of domains, 
including the classification of network traffic as either benign or malicious. 
3.4.4. Adaptive Boosting 

The Adaptive Boosting (AdaBoost) algorithm is one kind of supervised learning technique that is 
frequently employed in machine learning for data point classification. It iteratively modifies the weights 
of misclassified examples to create a strong classifier by combining several weak classifiers. AdaBoost is a 
flexible and successful method for a range of classification tasks as it is not presuming anything about the 
distribution of the underlying data. After processing the dataset, it uses the cumulative judgment of the 
weak classifiers to assign fresh data to a class [42]. In web firewall applications, this technique is very 
helpful for spotting trends and irregularities, including determining if network traffic is malicious or 
benign. 
3.5. Proposed Ensemble Approach 

Several machine learning classifiers, such as Random Forest (RF), K-Nearest Neighbor (KNN), 
Logistic Regression (LR), and AdaBoost Classifier, are implemented and evaluated as part of the proposed 
approach for the firewall log system in order to efficiently categorize and analyze firewall logs. An 
ensemble model that combines Decision Tree + Bagging Classifier with a meta-classifier like Logistic 
Regression is proposed in order to improve prediction performance and solve the drawbacks of individuals 
models. This ensemble improves the accuracy and generalization of the decision tree while lowering 
overfitting by utilizing the stability and robustness of bagging. The method seeks to enhance the system 
capacity to precisely identify and categorize network activity by incorporating these classifiers into the 
firewall log system, ensuring increased security and efficiency. 

        
4. Results and Discussion 

Several models have been built using machine learning methods to run the experiment. In this 
research, 65532 different scenarios were utilized to conduct the studies, and four different target types such 
as “Allow”, “Drop”, “Deny”, and “Reset-Both” were utilized. A special combination of components has 
been employed for this experiment. Source port, destination port, NAT source port, NAT destination port, 
action, bytes, bytes sent, bytes received, packets, elapsed time, pkts_sent, and pkts_received are the 12 
elements that were employed in this experiment. Training on various training sizes from the dataset used 
for the analysis of the overall performance of the machine learning models. Random look-at set sizes from 
the dataset are used to assess the model's predictability. In this search, the multiclass machine learning 
styles were assessed in term of precision, recall, accuracy and f1score. 
4.1. Performance Evaluation of Random Forest 

Random Forest (RF) is the well-known machine learning approach for classification and regression 
problems. RF are known for their ability to avoid overfitting and capable of handling complex information 
and high-dimensional feature spaces. RF obtained an accurate prediction rate of accuracy (0.9984), 
precision (0.9407), recall (0.9269), and f1-score (0.9567) in its predictions of the model performance on the 
testing set. Figure 3 shows the random forest performed better in response prediction characteristics. 
4.2. Performance Evaluation of K-Nearest Neighbor 

K-Nearest Neighbor (KNN) models are recognized for their simplicity and effectiveness, particularly 
when working with smaller datasets. They are capable of handling both classification and regression tasks 
by leveraging proximity-based decision-making. KNN achieved an overall rate of accuracy (0.9984), 
precision (0.8397), recall (0.8487), and f1-score (0.8321) in predicting the model performance outcomes on 
the testing set. As illustrated in Figure 4, the K-Nearest Neighbor model demonstrated superior 
performance in predicting response characteristics. 
4.3. Performance Evaluation of Logistic Regression 

Logistic Regression is a well-known machine learning approach for classification and regression 
problems. It is recognized for its simplicity and effectiveness in handling linearly separable data. LR 
generated an achievement rate of accuracy (0.9778), precision (0.7279), recall (0.7267), and f1score (0.7303) 
in predicting the model performance outcomes on the testing set. As shown in Figure 5, the logistic 
regression model demonstrated superior performance in response prediction characteristics. 
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Figure 3. Performance Evaluation of RF Model. 

 

 
Figure 4. Performance Evaluation of KNN. 

 

Figure 5. Performance Evaluation of LR Model. 
4.4. Performance Evaluation of AdaBoost Classifier 

A well-known machine learning approach for classification and regression problems is the AdaBoost 
Classifier. AdaBoost scored an overall score of accuracy (0.9984), precision (0.8397), recall (0.8487), and f1-
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score (0.8321) in its predictions of the model performance on the testing set. As shown in Figure 6, the 
AdaBoost Classifier demonstrated superior performance in response prediction characteristics. 

 

Figure 6. Performance Evaluation of AdaBoost Classifier. 
4.5. Performance Evaluation of Ensemble Models 

A widely recognized machine learning approach for classification and regression tasks is the proposed 
ensemble decision tree + bagging classifier. This method is celebrated for its robustness against overfitting, 
its ability to manage complex data structures, and its effectiveness in high-dimensional feature spaces. The 
proposed ensemble model achieved a satisfactory level of accuracy (0.9989), precision (0.9488), recall 
(0.9157), and f1-score (0.9307) in predicting the model performance outcomes on the testing set. As 
illustrated in Figure 7, the proposed ensemble decision tree + bagging classifier demonstrated superior 
performance in response prediction metrics. 

 

Figure 7. Performance Evaluation of Proposed Ensemble Models. 
4.6. Comparison Analysis of All Models 

The results of the multi-classifier model were efficient and effective in terms of result, based on the 
evaluation of five machine learning classification algorithms. A comparison is made between the most 
widely used machine learning categorization models in the literature. The proposed ensemble Decision 
Tree + Bagging Classifier (DB) model performs better as compare to other models in term of accuracy, 
precision, recall, and F1-score as shown in Table 2. In contrast to the proposed model, other machine 
learning models such as RF, KNN, LR, and AdaBoost Classifier perform less effectively. 

Table 3. Comparison Analysis of All Models 

Models Accuracy Precision Recall F1-score 

Random Forest 0.9984 0.9407 0.9269 0.9567 

Accuracy Precision Recall F1score
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K-Nearest Neighbor 0.9935 0.7449 0.7441 0.7458 

Logistic Regression 0.9778 0.7279 0.7267 0.7303 

AdaBoost Classifier 0.9984 0.8397 0.8487 0.8321 

Proposed Ensemble (DB) 
Model 0.9989 0.9488 0.9157 0.9307 

 
5. Conclusions 

Firewalls are a crucial component of corporate network security, being the first line of defense in the 
network. Additionally, firewalls are capable of defending against both internal and external threats. Given 
the significance of firewalls for system security, this study concentrated on developing various machine 
learning models that can categorize the necessary reaction to sessions in firewall logs. The primary features 
are Action (Drop, Allow, Deny, Reset Both), Source Port, Destination Port, and Nat Source Port. As a type 
attribute, the motion attribute containing "Drop," "Allow," "Reset Both," and "Drop" has been selected. 
Using classifiers such as Random Forest, K-Nearest Neighbor, Logistic Regression, and AdaBoost Classifier 
in parallel processing, according to the investigate findings, proposed models and libraries are more 
accurate than the methods currently in use. Due to the assessment findings, the proposed models and 
libraries are more accurate than the methods currently in used. The experiment's 99.89% accuracy rate for 
the proposed model using stacking classifier Decision Tree + Bagging Classifier (DB) with meta classifier 
Logistic Regression provides an interesting interpretation of the findings. DB for Firewall logs, a stacking 
classifier, outperformed the other classification methods proposed in the model in terms of total 
performance. However, the higher accuracy rates obtained when compared to alternative methods 
demonstrate how important the proposed points were in raising the firewall categorization. This research 
can be enhanced in future by incorporating transfer learning and reinforcement learning which may be 
more successful should be conducted. 
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