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Abstract: A disease's accurate diagnosis is one of the most important tasks in the medical field. The 

most dangerous sickness, which continuously affects a many individuals is hepatitis disease, hence 

there is a need to automate the disease diagnosis. This study evaluates the diagnostic performance 

in terms of various parameters and optimization techniques using a range of machine-learning 

algorithms on a hepatitis dataset. A large dataset that included clinical history, lab test results, and 

demographic data was used. To get the data ready for analysis, preprocessing techniques such as 

data cleaning, data discretization, and data normalization were used. The algorithms included in 

this study are Multi-Layer-Perceptron, Support Vector Machine, Naive Bayes and Random Forest, 

these algorithms were trained and assessed using metrics including accuracy, recall, precision and 

F1 score. To minimize overfitting, the model's performance was checked using K-fold cross-

validation. ReLU activation function was applied to Multi-Layer-Perceptron for solving the 

vanishing gradient problem. The classification accuracy scores demonstrate promising outcomes, 

with SVM scoring 91.86%, NB scoring 89.43%, RF scoring 89.43% and MLP scoring 92.68%. Among 

all algorithms MLP shows highest frequency. 

 

Keywords: Hepatitis; Liver; Hepatitis A (HAV); Hepatitis B (HBV); Hepatitis C (HCV); Hepatitis D 

(HDV); Hepatitis E (HEV); Machine Learning; Random Forest (RF); Support Vector Machine (SVM); 

Multilayer Perceptron (MLP); Naïve Bayes (NB); Artificial Neural Network (ANN). 

 

1. Introduction  

The name "hepatitis" comes from the Latin word "itis," which means inflammation, and the ancient 

Greek word "hepar," which means liver [1]. One of the most common viral diseases, hepatitis is described 

as "liver inflammation" brought on by a virus and causes 1.5 million deaths annually globally [2]. Liver 

cells are often the target of this virus. The biggest gland in the human body is the liver. Its weights is around 

3 pounds (1.36 kg). Hepatitis is further divided into chronic and acute hepatitis. Acute hepatitis is 

characterized by a rapid, severe, and painful onset of illness, with much severe symptoms for critical 

patients, although it lasts for small duration of less than a month or two. In most cases, there is just a slight 

harm to the liver cells and inflammation in the immune system. Chronic hepatitis can last for up to six 

months [3]. Hepatitis virus has five variants, each with its own set of characteristics. These five variants 

include HAV, HBV, HCV, HDV, and HEV [22]. 

The core purpose of this research is to optimize the automatic detection of hepatitis C using different 

machine learning algorithms. 

1.1. Hepatitis C 

Hepatitis C is a global disease that impacts people all over the world. Being in direct contact with 

infected blood or body fluids containing blood can spread this blood-borne illness. Hepatitis causes chronic 

illness in almost 71 million people globally, and approximately 290000 people died from this disease. This 

virus is more common among persons in Africa and Southeast Asia than in industrialized nations in North 
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America and Europe. Additionally, other nations, such as China, Egypt, and Pakistan, have a higher 

proportion of people with chronic diseases [19]. Symptoms of the hepatitis-C virus occur quite late in the 

course of the illness. Eighty out of every 100 individuals infected with the disease do not exhibit any 

symptoms after contracting it in the initial stages, which leads to increased mortality rates and liver failure. 

No vaccine is effective against the Hepatitis-C virus. Therefore, assessing the degree of liver damage in the 

afflicted patient may help doctors treat and successfully manage chronic infections[18],[20]. There is 

currently no effective therapy for chronic HCV, a chronic infection that can lead to major consequences 

such cirrhosis, liver fibrosis, and cancer of the liver [4],[21]. Cirrhosis is a late stage of liver fibrosis 

characterized by alterations in the liver's vascular structure and overall architecture. [5]. Liver fibrosis 

means scarring of healthy liver tissues, this occurs as a result of the wound healing caused by the chronic 

hepatitis C. Fibrosis is an ongoing concept that can be reversed if HCV infection is treated early enough [6]. 

HCV-related hepatocellular carcinoma (HCC) is most commonly linked with cirrhosis or fibrosis of the 

liver [7]. Even though modern treatment alternatives such as direct-acting antivirals (DAAs) may 

effectively eliminate viruses from human systems with a success rate of more than 90%, however removal 

of HCV removal is still a big challenge [23]. The following paper proposes to make many important 

contributions to the body of current literature:  

Comprehensive Data Utilization: We made use of a variety of data that includes clinical history, important 

laboratory test findings, and demographic data. This comprehensive method enhances model robustness 

by providing a more comprehensive understanding of the variables affecting Hepatitis C diagnosis. 

Comparative Analysis of methods: We systematically compared the performance of various machine 

learning classification techniques, including Random Forest, Support Vector Machines, Naive Bayes and 

Multiple Layer Perceptron, using predetermined evaluation criteria. A better knowledge of which 

algorithms are best at predicting Hepatitis C and under what circumstances is made possible by this 

thorough examination.  

Verification Using Cross-Validation Methods: We made sure that our results were reliable and 

generalizable by using k-fold cross-validation. This rigorous procedure highlights the significance of 

strong validation procedures in machine learning research and establishes a standard for future work in 

this field.  

Future Research Directions: By identifying key areas that require further investigation, such as the addition 

of more characteristics like social and economic variables which might improve model performance even 

more, this study establishes the framework for future research. 

1.2. Machine Learning 

Among the most widely used fields in data science is machine learning, which has several uses. It refers 

to the automated detection of patterns in data. The goal of machine learning technologies is to provide 

algorithms the ability to understand and make decision on its own [8]. Machine learning enables computers 

to learn existing data and then do prediction on future information. The algorithms used in machine 

learning, firstly we train them to learn from the input data and forecast future data. A machine learning 

model is not static, in fact, it is dynamic and it makes itself better when more data is provided. 

There are three main categories of machine learning algorithms however we will discuss only two:  

1. Supervised Learning 

2. Unsupervised Learning 

3. Reinforcement Learning  

1.2.1. Supervised Machine Learning 

Supervised machine learning algorithms are those in which model is trained through labelled training 

dataset.  Then the trained algorithm is used in the prediction of unlabeled data [24].  

Supervised Learning can be further divided into two types: classification and regression. In 

classification, the output of dataset will be distinct. Data can easily be categorized and model can depict 

the class of the instance, i.e., either the instance being tested belongs to Class A or class B and more precisely. 

In our case, the classification algorithm can predict if the person is having hepatitis or not.  

In regression, the model will predict continuous values. Continuous values are on-going and non-static, 

e.g., predicting the house price based on the features of the house.  

Enlisted below are few examples of supervised classification algorithms:  
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1. Support Vector Machine (SVM) 

2. Naive Bayes (NB)  

3. Random Forest (RF)  

4. Multi-Layer Perceptron (MLP) 

1.2.2. Unsupervised Learning 

Labeled data is not required for unsupervised learning. The algorithm train itself by learning the 

hidden patterns and information present in the unlabeled dataset. Model is built and trained using training 

data while to check accurate performance, test data is used. The machine learns from previously presented 

information to anticipate the factual result by predicting the outcome derived from past occurrences [11]. 

Clustering, Anomaly detection and Neural networks are few examples of unsupervised learning 

algorithms. 

 

2. Literature Review 

Krishna [8] utilized machine learning models to automatically detect hepatitis along with predicting 

the life expectation of hepatitis patients. Comparative study was performed on different machine learning 

algorithm including SVM ,ANN and K-nearest neighbor (KNN). Out of these algorithms ANN performed 

best with 96% prediction accuracy . Mahmood et al [9] made a comparison of previous studies 

implementing machine learning algorithms for detecting several diseases. It was found that the accuracy 

of any dataset depends on the size of the dataset and the features selected. Another important finding of 

this study was that ensemble of algorithms gives better result as compared to a single model. 

Yang Chen et al [10] proposed a detailed model to forecast hepatic fibrosis in persistent hepatitis patient. 

Image dataset was fed to four classifiers including SVM, NB, RF and KNN. Best results were provided by 

Random Forest classifier leading to the fact that sophisticated algorithms are much better for assessing the 

hepatic fibrosis stage. 

Nayeem et al [12] used a variety of data mining methods to forecast hepatitis-related illnesses. To 

enhance the efficiency of machine learning algorithms, observations that had missing data were eliminated. 

Moreover the selection method named information-gain feature was used to remove the unnecessary 

features from the feature set. The different classification algorithms applied included KNN, NB, RF, MLP 

and SVM. The best performance was achieved by Random forest with the prediction accuracy of 92.41%.  

Shergill et al [13] summarized the existing literature for the automatic detection of hepatitis using 

Artificial Intelligence along with highlighting the future outlook of AI in automation of disease detection. 

Hira [14] performed an experiment to find out better performing classification algorithm in automatic 

detection of hepatitis. The two classification algorithms utilized include MLP and SVM. The class-

imbalance dataset was balanced using the SMOTE approach. Overall SVM outperformed MLP in 

automatic prediction of hepatitis patients. Parisi et al [15] investigated a hybrid AI based model ,their main 

focus was to predict if the person having hepatitis will survive or not. Multi-Layer Perceptron (MLP) were 

primarily employed for classification, while Lagrangian Support Vector Machines (LSVM) were also 

utilized for feature reduction. The model depicted 100% reliability in predicting whether a chronic hepatitis 

patient will survive or not.  

 

3. Research Question 

a. What are the major concerns regarding overfitting in the dataset? 

b. How to predict hepatitis disease by using machine learning algorithms? 

c. How to implement a model based on multi layers perceptron (MLP) for hepatitis disease prediction?  

 

4. Data Set 

The dataset of Hepatitis-C was collected from UC Irvine Machine learning repository which is a public 

repository [25]. It is important to mention here that the dataset contained some missing values and to 

handle missing values, there are different ways. For our research, we handled the missing values by 

replacing them with Zero. The hepatitis dataset consists of 615 entries and 13 attributes shown in Table 1. 
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 Table1. Dataset description 

 

 

 

 

 

 

 

 

 

 

 

5. Proposed Methodology 

In our work, the data was retrieved from the repository and then missing values were filled. After that 

categorical data was converted to numerical data, i.e., numbers were assigned to different attributes of the 

data. Following this, the data is categorized into two groups: 20% testing data and 80% training data. 

Additionally, the K-fold cross validation resampling procedure was used, with K set to 10. Different 

classifiers including SVM, NB, RF and MLP were implemented in which MLP gave the best results. The 

vanishing gradient issue was resolved in MLP by using the ReLU activation function. The study's workflow 

is illustrated in Figure 1. 

The classification algorithms experimented in our study include Support Vector Machine (SVM), 

Random Forest (RF), Multilayer perceptron (MLP) and Naïve Bayes (NB). 

5.1. Support Vector Machine 

SVM, a supervised learning method, is used for both regression and classification. The SVM classifier's 

primary goal is to distinguish between samples belonging to two different classes in the training data by 

identifying the optimal classification model [17]. A perfect and distinct hyperplane is created by SVM 

classifier for classification in high dimensional space.  

The aim os to maximize the margin between different classes. If margin is minimized result accuracy 

will not be good and if it is maximized it means result is more accurate. As a result, the category of data 

can easily be determined [11]. Figure 2 explains the working of SVM. 

5.2. Naïve Bayes 

NB classifier, which is also a Bayes Decision theory, is a straightforward Bayesian classifier. This 

classifier assumes that each characteristic has a statistically independent impact on each class. Assuming 

that the existence of one feature in a data collection is unrelated to the existence of another feature, the 

word naïve refers to a conditional independence across features characteristics.  

Figure 3 describes the working of Naïve Bayes algorithm. Assume that we have two categories of items 

i.e., white and black. It can be seen in Figure 3 that the ratio of white items is twice of black so new item 

have more chances to fall in white category. This belief is referred to as prior Probability in Bayesian 

analysis. Even though prior priority suggest that new item belongs to white class, likelihood indicates that 

there are more chances to fall in black class. By integrating both prior probability and likelihood the final 

classifier in a Bayesian study is created. 

 

 

Attribute Description 

Category Tells if the patient is having hepatitis, fibrosis or 

cirrhosis 

Age It tells in years the age i.e., 26 ,40 

Sex Male or female 

ALB Acronym for Albumin 

ALP Acronym for Alkaline Phosphatase 

CHE Acronym for Cholinesterase 

ALT Acronym for Alanine Aminotransferase 

AST Acronym for Aspartate Aminotransferase 

BIL Acronym for Bilirubin 

GGT Acronym for Gamma Glutamyl 

CREA Acronym for Creatinine 

CHOL Acronym for Cholesterol 

PROT Acronym for Protein 
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Figure 3.1 System Model 
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Figure 1. Proposed Methodology 

 

 

Figure 2. Support Vector Machine 
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Figure 3. Naive Bayes 

5.3. Random Forest 

Figure 4. Random Forest 

An ensemble learning method called Random Forest uses a large number of decision trees. The 

development of a strong model is the primary goal of the ensemble technique. In random forest every 

decision tree has been trained using bootstrap samples. By executing a binary tree, samples are forwarded 

from root node to leaf node. A certain threshold value is set to compare features. The forest eventually 

decides based on the ‘votes’ of all trees. Since the random forest method considers the results of several 

distinct decision trees, hence it decreases the uncertainty caused by only considering one decision tree for 

the same dataset. Figure 4 shows the pictorial explanation of Random Forest. 

5.4. Multi-layer Perceptron 

Comprising three distinct layer types—an input layer, one or more hidden layers, and an output 

layer—it is among the most widely used neural network models [16]. A perceptron, which is an artificial 

neuron like the human brain and is also known as a node, transmits information from one node to another. 

To acquire the goal value, the output of one node's activation function is passed on to the subsequent node 

layer. When data in the MLP algorithm is fed forward and propagated through several layers to produce 

a result that is different from the expected output, then that difference is referred to as an error. A 

supervised process called backpropagation accompanies MLP which repeats the process several times 

while modifying the weights in order to get the desired result [15]. 

 

 

 

 

 

  

 

Figure 5. Multi-layer Perceptron Model 
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5.5. k-fold cross validation 

K-fold cross validation is used to assess the model's performance to a greater extent. The dataset is split 

into K folds for K-fold cross validation, in which K is the total number of groups into which the data 

samples are divided. At any stage throughout the procedure, each fold serves as a testing set. For instance, 

we may refer to this as a 10-fold cross-validation if the k-value is 10. It means that the dataset is divided 

into 10 groups out of which 9 are used for training and 1 for testing. This process of training and testing is 

repeated 10 times so that every instance is utilized once for testing and k-1 times for training. 

 

6. Experimental Setup and Performance Measures  

6.1. Experimental Setup 

Python programming language was used to carry out the experiments. It is robust and quick 

programming language which is simple to learn. It is widely used in development of web and desktop 

applications and especially in the domain of artificial intelligence. It provides several libraries for different 

tasks. The libraries incorporated in our study are enlisted below: 

• Panda 

• NumPy  

• SciPy 

• Matplotlib 

• Scikit 

• Seaborn  

6.2. Performance Metrics 

The suggested methodology's performance is assessed using a number of performance measures 

which are briefly explained in this section. Here it is important to mention that mostly performance metrics 

were calculated using the confusion matrix. So firstly, we will briefly discuss about the confusion matrix. 

The confusion matrix displays the algorithm's performance. It shows how the classifier becomes 

bewildered when making predictions. The columns show the predicted class label, while the actual class 

label is shown by rows in Figure 6. Here True Positive (TP) tells how many patients are correctly diagnosed 

having hepatitis disease. 

The number of accurately recognized healthy patients is shown by True Negative (TN).  

The number of persons who have been mistakenly diagnosed with a disease when, in fact, they are healthy 

is known as False Positives (FP).  

False Negative (FN) symbolizes the patients who were incorrectly classed as healthy but were actually 

ill. 

Figure 6. Confusion Matrix 

6.2.1. Precision 

The percentage of cases that are truly positive and are categorized as positive is known as precision. It 

displays how much estimated values match actual values. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
              (1) 

6.2.2. Accuracy 

The accuracy of the model is defined as the proportion of correctly classified occurrences to all 

instances.  
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃 +𝑇𝑁+ 𝐹𝑃+𝐹𝑁
              (2) 

6.2.3. F1- score 

The combination of precision and recall while intending to create a balance between the two is termed 

as F1 score. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
             (3) 

6.2.4. Recall 

Recall is the proportion of positive occurrences that are correctly classified as positive. Sensitivity is 

often used to describe recall. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
               (4) 

 

7. Results 

In this dataset, there were total 615 patients belonging to age group of 19 to 74. There were 238 females 

and 377 males. Out of 615 patients, the healthy control patients are 533 and patients that are diagnosed by 

hepatitis are 82. Hepatitis-C is further divided into liver fibrosis and cirrhosis.  

All these algorithms were implemented in python. Training and testing data split out of the dataset. 

20% of the data was utilized for testing, while the remaining 80% was used for training. A method of 

resampling, i.e., K-fold cross validation was also applied while keeping K=10. 

Table 3 - Table 6 shows how well various classifiers performed on the dataset. Note that we have five 

categories in the dataset represented by different class notations while 2 represents the data of hepatitis 

patients. 

Table3. SVM Performance Evaluation 

 

 

 

 

 

 

 

 

 

 

Table 4. Naïve Bayes Performance Evaluation 

 

 

 

 

 

 

 

 

 

 

Table 5. Random Forest Performance Evaluation 

Class precision recall f1-score support 

0 1.00 0.98 0.99 106 

1 0.33 1.00 0.50 1 

2 0.40 0.80 0.53 5 

3 0.60 0.33 0.43 9 

4 1.00 0.50 0.67 2 

accu   0.92 123 

mac avg 0.67 0.72 0.62 123 

weigh avg 0.94 0.92 0.92 123 

Class precision recall f1-score support 

0 0.97 0.94 0.96 106 

1 0.25 1.00 0.40 1 

2 0.25 0.40 0.31 5 

3 0.86 0.67 0.75 9 

4 1.00 0.50 0.67 2 

accu   0.89 123 

mac avg 0.67 0.70 0.62 123 

weigh avg 0.93 0.89 0.91 123 

Class precision recall f1-score support 
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Table 6. MLP Performance Evaluation 

 

 

 

 

 

 

 

 

The accuracy obtained on training and testing set is summarized in Table 7 for the different classifiers. 

Table 7. Classifiers Accuracy on Train and Test Set 

 

 

 

 

 

 

The result of 10-fold cross validation applied on different classification models is shown in Table 8: 

Table 8. K-fold Cross Validation Result for Different Classifiers 

 

 

 

 

 

 

8. Discussion 

The UCI Machine Learning Repository provided the data.It consisted of 13 attributes and 615 entries. 

Different classifiers were implemented in this work i.e., SVM, NB, MLP, RF. The research was done using 

python programming language. 

After preprocessing, the dataset was split into two groups: 20% for testing and 80% for training. 

Training data was used to train the model initially, and testing data was used to evaluate it. (the 

performance is shown in Table 3 – Table 6). 

0 0.95 0.98 0.96 106 

1 1.00 1.00 1.00 1 

2 0.50 0.60 0.55 5 

3 0.25 0.11 0.15 9 

4 0.50 0.50 0.50 2 

Accu   0.89 123 

mac avg 0.64 0.64 0.63 123 

weigh avg 0.87 0.89 0.92 123 

Class precision recall f1-score Support 

0 1.00 0.98 0.99 106 

1 0.00 0.00 0.00 1 

2 0.50 0.80 0.62 5 

3 0.62 0.56 0.59 9 

4 0.50 0.50 0.50 2 

Accu   0.93 123 

mac avg 0.53 0.57 0.54 123 

weigh avg 0.94 0.93 0.93 123 

Classifiers Training Accuracy Test Accuracy 

SVM 99.79 91.86 

NB 93.04 89.43 

RF 100 (highest) 89.43 

MLP 99.59 92.68(highest) 

Models 1-f 2-f 3-f 4-f 5-f 6-f 7-f 8-f 9-f 10-f 

SVM 0.796 0.91 0.314 0.677 0.963 0.849 0.864 0.472 0.653 0.472 

NB 0.65 0.534 0.458 0.515 0.9 0.773 0.909 0.608 0.351 0.412 

RF 0.883 0.839 0.458 0.605 0.933 0.864 0.713 0.713 0.834 0.547 

MLP 0.898 0.898 0.506 0.748 0.833 0.924 0.989 0.872 0.702 0.472 
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Figure 7. Graph showing K-fold performance 

10-fold cross validation was also implemented, which divided the dataset into 10 portions, in each 

iteration 9 parts were used for training and 1 part for testing. In MLP, ReLU activation function was used 

which solved the problem of vanishing gradient. Different classifiers were implemented and performance 

was evaluated with the help of accuracy, , f1-score ,recall and precision. The findings demonstrate that out 

of different classifiers, the highest accuracy was obtained by MLP, i.e., 92.68% on the test set. The same is 

represented in Figure 8. 

 

 

 

 

 

 

 

 

 

 

Figure 8. Performance Comparison for test set 

 

9. Conclusion 

In this paper, different classification models were utilized to determine if hepatitis disease exist or not, 

with the aim of automating the disease diagnosis. The models that were implemented in this paper include 

SVM, NB, RF and MLP. SVM and MLP outperformed others while MLP showed best result with achieved 

accuracy of 92.68%. The vanishing gradient issue was resolved by using the ReLU activation function. 

Finally, we can say that ANN can be used to solve a number of complex problems when combined with 

other effective techniques. The evolution of deep machine learning systems will surely influence the future 

of artificial intelligence in automating the diseases diagnosis. 
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