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__________________________________________________________________________________________________ 
Abstract: It is a disease of the retina initiated through poorly controlled diabetes. In addition to 
damaging the retina, Diabetic Retinopathy causes irreversible damage to the human eye. It must be 
detected early to prevent permanent vision loss. In this work, we consider the five stages of diabetic 
retinopathy, also including a healthy retina. We use APTOS 2019 Blindness Detection Diabetic 
Retinopathy to train our model. We implement multiple approaches for forecasting machine-learning 
models in five stages. This proposed model predicts the stage of diabetic retinopathy: This model best 
works for South Asian people because there is some variation in the retinal image of different e 
geographical locations of the people. This proposed system only identifies diabetic retinopathy. And 
not applicable to other retinal diseases. This project aims to classify the diabetic retinopathy stage using 
images of any size of the patient’s retinal fundus. The patient provides the retinal fundus image, and 
this program converts the image into the required size and predicts the stage of diabetic retinopathy. 
Also, other researchers can see the predictions of different models used in this project. 
 
Keywords: APTOS 2019; Convolutional Neural Networks (CNNs); Diabetic Retinopathy Detection; 
Deep Learning. 

 
1.  Introduction 
         The backlight at the back of each eye is lined with the light-sensitive sphere-shaped structure called the 
retina. Images are captured by retinas, transforming them into electric signals and sending the macula to the 
retina's central black spherical part. The region at the macula's center is also called the fovea [1].  

 

 
Figure 1. Image of human eye retina [2] 

          Also, the blood supply should flow normally to maintain the blood sugar level. Blood vessels all over the 
body are affected by diabetes' high blood sugar levels, which also harm the body's essential organs. Diabetic 
retinopathy, neuropathy, and nephropathy are the results of diabetes's harm to the eye, brain, and kidney. 
Diabetic retinopathy signs and symptoms include: 
         Redness or discomfort in the eye, Cloudy vision, Vision problems. A dark or vacant area in the line of 
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sight, Trouble seeing in dim light. 
        Blindness is the worst outcome of diabetic retinopathy, which happens when abnormalities in the retina 
are brought on by diabetes. These anomalies result in weak retinal blood vessels bulging, which causes micro 
aneurysms. 
         It is possible to view micro aneurysms as the essential component of diabetic retinopathy (DR). Micro 
aneurysms are tiny and practically round. There are six forms of micro aneurysms. They include irregular, 
pedunculated, mixed saccular/fusiform, focal bulk, saccular, fusiform, and fusiform. 
Figure 2 shows these images in the fundus with different types of micro aneurysms (MA). 

 

Figure 2. These images show different MA. (a) Focal Bulge (b) Saccular (c) Fusiform (d) Mixed Saccular/ 
Fusiform (e) Pedunculated (f) Irregular [3] 

         Later, the abnormal retinal blood vessels form microvascular networks by producing new, tiny blood 
vessels. Retinal neovascularization is the name of this microvascular network. Cotton wool patches, hard and 
soft exudates, and hemorrhages are additional abnormalities in diabetic retinopathy. Moreover, these anomalies 
cause vision loss and irreversible blindness. The size of the blot or dot created by the leakage of blood from 
the weak retinal blood vessels is more important than its width. Hemorrhages (HA) are the term for these dots 
[4]. There are two types of hemorrhages. These are hemorrhages in the form of blots and flames. Fig 1.3 shows 
Different types of Hemorrhage. 

 

Figure 3. Different types of Hemorrhage [5] 
        Serious eyesight issues may result from bleeding. These eyesight issues are typically transient. They may, 
however, occasionally be long-lasting and dangerous to one's vision. They damage the retina's tiny blood 
vessels because of insufficient blood flow. If the patient has no new symptoms, they typically go away and pose 
no threat to the vision. (Chronic the hard exudate is the result of vascular leakage.) When abnormal retinal 
capillaries leak extracellular fluids, hard exudates form. Hard exudates surround the retinal micro aneurysms 
or edema in the posterior pole of the eye. They can also be distinguished in the retina as distinct yellow flecks 
and occasionally as yellow-white dots. Hard exudates are severe conditions that can impair vision. 
There are many diabetic patients. The patient can have no symptoms at all or few symptoms. Weak blood 
arteries may allow fluid to flow into the retina in NPDR, leading to macula oedema, an impairment in a diabetic 
person. Patients with NPDR may also experience macula ischemia. In this disease, the macula cannot receive 
blood, which impairs vision. 
        Proliferative diabetic retinopathy is more severe and killing, a stage of diabetic retinopathy that may result 
in permanent vision loss. In the case of PDR, the retina starts to grow new blood vessels. Due to the fragility of 
these blood vessels, the blood that can fill the vitreous may leak. Retinal detachment brought on by the 
development of scar tissue and glaucoma eye disease are two more PDR side effects. Glaucoma may result in 
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increasing harm to the nerve of the eye. With PDR, fresh blood vessels drain the eye's fluid. By drastically raising 
eye pressure, this fluid harms the optic nerve. PDR can result in irreversible blindness and significant vision 
loss if left untreated. 
          The Reset model variant is ResNet50. This model contains forty-eight (48) convolution layers, one 
Mapoon, and one Average Pool layer. It is the most widely used Reset model [7]. 
Figure 4 shows different Symptoms of Diabetic Retinopathy. 

Figure 4. Different Symptoms of Diabetic Retinopathy [6] 
        ResNet101 is an improved version of ResNet50. It achieves more accuracy than the ResNet50 model. 
ResNet101 uses ninety-nine (99) convolution layers. It’s one (1) Max pool and one (1) average pool are the same 
as those used in ResNet50 [8]. 
          ResNet152 is an improved version of ResNet50 and ResNet101. It has a depth of 152 layers and achieves 
more accuracy than the ResNet50 and ResNet101 models. ResNet152 uses one hundred fifty (150) convolution 
layers. One (1) Max pool and one (1) Average pool are the same as the layers used in ResNet50 and ResNet101 
[8]. 
          VGG, [9] also known as the Vignette, stands for visual Geometry group. The VGG is a standard deep 
Convolution neural network having multiple layers. The word “deep” is due to the layer VGG has, which is 
16 or 19 convolution layers. VGG is still one of the best architectures that surpass the baseline on many image 
datasets. 
          The VGG19 is more profound than the VGG16 because it supports three more layers. Nineteen 
convolution layers are in VGG19. We imported the model from the Keras library and then implemented it [10]. 
          Inception v3 learns and classifies image data. This image-learning model is made up of symmetric and 
asymmetric blocks. We trained our model using Inception V3 [11]. We imported the Inspection V3 library with 
some other vital libraries from Keras and implemented this model. 
          Using a compound coefficient, efficient net B0 scales the image data dimensions (with/height/depth). 
This model scales the image data to achieve better performance [12]. 
          Diabetic patients are increasing daily. This increase is a challenge because patients suffering from 
Diabetic Retinopathy may lose their eyesight partially or wholly. Sometimes, this vision loss is irreversible if 
Diabetic Retinopathy is not diagnosed and treated on time. Various methods have been developed for early 
detection of Diabetic Retinopathy. 

 
2. Literature Review 
         Zineb et al. [13] suggested a technique of randomly modified visibility graphs. They employed contrast-
limited adaptive histogram averaging (CLAHE). A random transformation was used to convert a 2D image 
into a 1D image. After that, a visibility graph was created, and the ECOC was used to categorize the evaluation 
of diabetic retinopathy. They produced results with a 97.92% accuracy. 
         Romany [14] proposed a deep learning-based algorithm for detecting DR. They proposed an LDA-based 
feature selection Alex Net DNN-based model. They produce with a precision of 97.93%. 
         Hybrid feature extraction algorithm M.R.K. They were proposed by. Maliyah, U. Rajendran Acharya and 
others. [15] Differentiate the two stages of diabetic retinopathy from ordinary. Their average accuracy, 
sensitivity, and specificity were 96.15%, 96.27%, and 96.08%, respectively. 
         Baling Natal and Andres Hindu [16] have proposed a feature extraction technique for classifying diseased 
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vs. normal retinas and implemented it using various machine learning algorithms. They achieved a specificity 
of 91%, a sensitivity of 90%, and an accuracy of 90%. 
         Farrah Alamo et al. [17] suggested a system for the grading of the severity of diabetic retinopathy using 
fractal analysis and random forest on the MESSIDOR dataset. Their system determined fractal dimensions as 
features after image segmentation was performed. They could not differentiate between mild and severe 
diabetic retinopathy.  
         Mariah et al. [18] presented an automated algorithm for classifying retinal images into impaired and 
normal categories based on the proposed Concurrent CNN & SVM approach. According to the author, the 
proposed work would be divided into two sections: the first heading towards feature extraction should be 
obtained using neural networks, and classification would be processed finally using SVM with better 
classification ability. Typical characteristics include exudates, haemorrhages, and microaneurysms. Deep 
learning is the most appropriate and powerful way to address the five stages of diabetic retinopathy 
identification and classification. Deep automatic methods for identifying diabetic retinopathy are proposed by 
Kwasigroch et al. A criterion class code is embedded when training the CNN in this approach. Experiments to 
test the effectiveness of the proposed technique are conducted on 88,000 fundus pictures from the retinal 
dataset. The model's performance is authenticated by deploying the calculated quadratic weighted kappa score 
between the dataset and the predicted score. 
         For an active investigation of diabetic retinopathy by deep hybrid learning, the work of Seth and Agarwal 
[19] is noteworthy. This methodology uses digital fundus images, where the degree of severity of diabetic 
retinopathy is ascertained. During the training stage, a heterogeneous dataset, EyePACS, was built and used 
with a support vector machine (SVM). Though the dataset varied, the model developed showed good 
sensitivity and specificity. The model struggles to use big heterogeneous datasets to get good precision and 
recall scores.  
         Sisodia et al. [20] used feature extraction and preprocessing techniques to recognise diabetic retinopathy. 
They took the raw retinal data and extracted the information using a preprocessing strategy that included 
scaling, augmentation, histogram equalisation, and green channel approaches. After removing the fourteen 
features from the fundus images, they do a quantitative analysis. The training and validation are done using 
the Kaggle dataset. Their model divides the fundus images into severe, mild, and regular categories. Diabetic 
Retinopathy Diabetic retinopathy detection from SD-OCT images using an automated technique was 
presented by ElTanboly et al. They divide their work into three stages: segmenting the twelve layers of the 
retina; getting features-descriptor reflectance, tortuosity, thickness, and foveal angle-from the OCT images; 
and doing statistical analysis to find the differences among these layers.  
         Diabetic retinopathy detection using convolutional neural networks along with proposed data 
augmentation has been proposed by Pratt et al. [21]. Their proposed model achieved an accuracy of 75% on 
the training dataset consisting of 80,000 photos. 
         Gondal et al. [22] proposed a region of interest-oriented CNN supervised learning-based method for 
diabetic retinal damage detection in fundus images. The data-set utilized for this experiment was DiaretDB1. 
They achieve 95.4 percent accuracy. 
         Farrikh Alzami et al. [23] proposed a fractal analysis and random forest-based diabetic retinopathy grade 
classification system using the MESSIDOR dataset. Their system computed fractal dimensions as features after 
it had segmented the pictures. They could not differentiate between severe and moderate diabetic retinopathy.                  
         Qomariah et al.  [24] Presented an automated approach using CNN and a support vector machine for 
classification of normal and diseased retinal images. The author divided the suggested system into two 
sections: the first was the use of a support vector machine that classified, and the second was the feature 
extraction section through neural networks. 

 
3. Methodology 
          We will identify one of the five stages of diabetic retinopathy. The symptoms are minor initially and do 
not manifest on the retina until they become more serious. This makes the diagnosis of diabetic retinopathy 
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difficult. In this study, we experimented with sequential convolutional neural networks (CNN), as well as 
ResNet-50, ResNet-101, ResNet-152, VGG16, and VGG19 convolutional neural network architectures, as well 
as EfficientNet-B0 (base model) and Inception V3. We compare the output of each model after training our 
model using these approaches to determine which model performs the best. 
         We use Python 3.9.12 as the programming language to create and train the model. Many libraries must 
be added to access the various Python features. We run code Using Jupyter Notebook, an integrated function 
of Anaconda Navigator. In addition, Anaconda Navigator 4.12.0 is installed to provide rapid access to many 
functionalities. 
3.1. Data Set 
         We must offer a sufficient amount of image data to train our model. We downloaded a total of 3662 
photos for this project. APTOS 2019 Blindness Detection Diabetic Retinopathy is the name of the dataset [25]. 
This dataset is publicly available and has undergone expert medical scrutiny. The Arvind Eye Hospital in 
India, which gathered fundus photographs from several regions of India, donated this dataset. The image ID 
and accompanying label were included in a CSV file attached to the data file. The total number of images was 
divided into 1805 with no diabetic retinopathy, 370 with mild diabetic retinopathy (DR), 999 with moderate 
diabetic retinopathy (DR), 193 with severe diabetic retinopathy (DR), and 295 with proliferative diabetic 
retinopathy (DR). 

 
Figure 5. Shows the Statistical data of APTOS 2019 Blindness Detection Diabetic Retinopathy. 

         Images in the dataset come in different sizes. To efficiently model all photos, each one must have a distinct 
shape. All pictures were scaled to 224*224 pixels for this. We transform the image input into a NumPy array 
and then insert it into the model. Afterwards, each class underwent multiple labelling. This is only true if the 
image is from phase 4, which includes all of the earlier phases, as proliferative retinopathy requires mild, 
moderate, and severe stages. For training and testing purposes, we split 70% of the data as training data and 
30% as testing data. 
3.2. Image Data Augmentation 
         The ImageDataGenerator [26] software is employed to increase the size of the training dataset. We used 
Keras' built-in Image Data Generator package to accomplish this. In this project, the images were zoomed by 
10%, enabling the horizontal and vertical flip accurate options and setting the zoom range to 10%. This 
magnification allows the machine to see more details, essential for the optimum outcome. 
The entire training process is broken down into numerous more miniature stages to construct the model 
correctly. Fig 3.2 Shows the Proposed Methodology. 

 
Figure 6. Show Proposed Methodology 

3.3. Conceptual Models 
         Selecting a model that will produce the best results is challenging. Some algorithms perform better than 
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others. Again, a variety of factors affect accuracy. Thus, it makes sense to test a few algorithms and choose the 
one with the highest accuracy to create the best model. We are using convolutional neural networks (CNN) 
[27S]. Several convolutional neural network architectures, including ResNet-50, ResNet-101, ResNet-152, 
VGG16, VGG19, EfficientNet-B0 (base model), and Inception V3, will also be tested. Next, we will assess each 
model's performance to determine which is best for our project. 
 
4.  Results 
         We implement different models to predict the five stages of Diabetic retinopathy. All models are trained 
on the APTOS 2019 Blindness Detection Diabetic Retinopathy dataset. We use 549 fundus images for 
validation, thirty per cent of the total data. 
         The table illustrates the sequential convolution neural network and other CNN architecture we used in 
this project. Table 4.1 below describes the parameters, depth, training accuracy, and training loss, testing 
accuracy, and testing loss the models experienced during the training phase. 

Table 1. Shows the performance of all implement mod 
 

 

 

 

 

 

 

 
 
4.1. Sequential Model 
         This model has a total parameter of 5,718,501—Based on trainable 5,718,501 parameters, 0 non-trainable 
parameters 0. During training, this model uses Adam's Optimizer with the learning rate of or=1e-5 (0.00005). 
This learning rate is prolonged. Due to this, we run 800 total epochs step by step. Figure a shows the highest 
training accuracy of 77 per cent run on 100 epochs. The model improves accuracy in Figures B and c. Figure d 
shows the highest training accuracy of 99.18 per cent and the highest validation accuracy of 74.04 per cent.  

Figure 7. Shows the training and testing 
4.2. ResNet-50 
         This model has a total parameter of 24,089,577. Based on trainable parameters 501, 7065, non-trainable 
parameters 23,567,712, and 25 epochs, ResNet-50 generates the highest training accuracy (left) of 98.40 per cent 
and highest validation accuracy (left) of 78 per cent. This model generates the average training loss (right) of 
0.5311 and the average validation loss (right) of 8.6556.  

Model Parameter Train 
Accuracy 

Train 
Loss 

Val. 
Accuracy 

Val. 
Loss 

ResNet50 22,089,577 0.9840 0.5311 0.78778 8.6556 
ResNet101 43,159,941 0.9809 0.4453 0.8078 10.223 
ResNet152 58,872.709 0.9809 0.5714 0.7960 9.0762 

VGG16 14.840,133 0.9717 0.6221 0.7978 6.7228 
VGG19 20,149.829 0.9758 0.5919 0.7823 6.8811 

Inception V3 22,058,789 0.8842 4.3899 0.7250 21.0217 
EfficientNet-B0 4,363,176 0.9744 0.3127 0.7984 3.3907 

Sequential 5,718,501 0.9918 0.0271 0.7404 1.5270 
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Figure 8. (left) shows the training and testing accuracy of model a (right) shows the training and testing loss 
of the model 

4.3. ResNet-101 
         This model has a total parameter of 43,159,941. Based on trainable parameters 501,765, non-trainable 
parameters 42,658,176, and 20 epochs, ResNet-101 generates the highest training accuracy (left) of 98.09 per 
cent and the highest validation accuracy (left) of 80.78 per cent. This model generates the average training loss 
(right) of 0.4453 and the average validation loss (right) of 10.223.  

 
Figure 9. (left) shows the training and testing accuracy of the model, and (right) shows the training and 

testing loss of the model. 
4.4. ResNet-152 
         This model has a total parameter of 58,872,709. Based on trainable parameters 501,765, non-trainable 
parameters 58,370,994, and 20 epochs, ResNet-152 generates the highest training accuracy (left) of 98.09 per 
cent and the highest validation accuracy (left) of 79.60 per cent. This model generates the average training loss 
(right) of 0.5714 and the average validation loss (right) of 9.0762.  

Figure 10. (left) shows the training and testing accuracy of the model, and (right) shows the training and 
testing loss of the model. 
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4.5. VGG16 
         This model has a total parameter of 14,840,133. Based on trainable parameters 125,445, non-trainable 
parameters 14,714,688, and 15 epochs, VGG16 generates the highest training accuracy (left) of 97.17 per cent 
and the highest validation accuracy (left) of 79.78 per cent. This model generates the average training loss 
(right) of 0.6221 and the average validation loss (right) of 6.7228.  

 
Figure 11. Shows (left) the training and testing accuracy of the model, and (right) shows the training and 

testing loss of the model. 
4.6. VGG19 
         This model has a total parameter of 20,149,829. Based on trainable parameters, 125,445 non-trainable 
parameters, 20,024,284, and 15 epochs, this model generates the highest training accuracy (left) of 97.58 per 
cent and the highest validation accuracy (left) of 78.23 per cent. This model generates the average training loss 
(right) of 0.5919 and the average validation loss (right) of 6.8811.  

Figure 12. (left) shows the training and testing accuracy of the model, and (right) shows the training and 
testing loss of the model. 

4.7. EfficientNet-B0 
         This model has a total parameter of 4,363,176. Based on trainable parameters 313,605, non-trainable 
parameters 4,049,571, and 50 epochs, ResNet-101 generates the highest training accuracy (left) of 97.44 per cent 
and the highest validation accuracy (left) of 79.84 per cent. This model generates the average training loss 
(right) of 0.3127 and the average validation loss (right) of 3.3907.  
4.8. Inception V3 
         This model has a total parameter of 22,058,789. Based on trainable parameters 256,005, non-trainable 
parameters 21,802,784 and 30 epoch inception, V3 generates the highest training accuracy (left) of 88.42 per 
cent and the highest validation accuracy (left) of 72.50 per cent. This model generates the average training loss 
(right) of 4.3899 and the average validation loss (right) of 21.0217.  
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Figure 13. Displays the model's training with testing accuracy on the left and tested loss on the opposite side. 
 

 
Figure 14. Shows (left) shows the training and testing accuracy of the model a (right) shows the training and 

testing loss of the model 
 

5. Conclusions 
         The dataset used in this project was gathered from various parts. This project is specifically made to 
predict the more accurate stage of Diabetic Retinopathy in South Asians. Hence, this dataset contains 3662 
fundus images categorized into five classes. We have trained our model on this dataset and predicted the stage 
of Diabetic Retinopathy. All the transfer learning models and sequential convolutional neural networks were 
trained on this dataset and performed very well while maintaining appreciable accuracy. However, the model 
that gave the highest test accuracy among them is our proposed model: Sequential Convolution Neural 
Network. This model has a test accuracy of 99% and a validation accuracy of this model of 74%. We would 
focus on implementing this project in a web application and further try to launch the Android and the IOS 
applications so that people could more easily detect diabetic retinopathy. Other retinal diseases we will try to 
predict from the retinal fundus are Retinal detachment, Macular whole, Macular degeneration, and Retinal 
tear. 
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