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Abstract: Data can be processed quickly if it is in some order, whereas unsequenced data can take 

more time to obtain results. Sorting is used for data arrangement. It is also one of the essential 

requirement for most applications and this step helps to boost performance. Sorting is also a 

prerequisite in several computer applications like databases. Over time computer scientists have not 

only introduced new sorting techniques considering various factors to be improved but they have 

also presented enhanced variants of existing sorting methods. The main objective has always been to 

reduce the execution time and space of the sorting algorithms. With every passing day, digital content 

is growing rapidly, which is a significant cause that encourages researchers to design new time-space 

efficient sorting algorithms. This paper presents some preprocessing strategies for quicksort and 

insertion sort to improve their performances. Tha main idea of using these preprocessings is to make 

input data more suitable for sorting algorithm, as most sorting function performs extraordinary for a 

specific type of input, such as insertion sort works better on nearyly sorted data. To authenticate the 

efficiency of existing sorting algorithms, these have been compared with proposed preprocessing 

strategies. The results with proposed techniqes outperforms the results of original sorting methods. 

It also helps to convert worst case into average case. By using this approch complexity of many 

algorithms can be reduced, therfore this is very important.  
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1. Introduction 

     An algorithm is a way to follow steps in well-defined order to get a task done [1] and a computer 

needs an algorithm to complete every task [2]. In computers, programming algorithms are considered very 

significant [3]. For different kinds of problems, one or more algorithms can be designed. Sorting is one of the 

problem that is heavily studied in computer science [4]. Arranging data in a way that makes it easier to 

understand and better comprehend is known as sorting. Data can be arranged either in ascending or de-

scending order. Various kinds of content such as integer and string data can be assigned to sorting methods 

for arranging them in the required order. Many conventional and advanced algorithms with different space 

and time complexities are available in the literature [5]. Every sorting method follows a unique technique 

and based on these techniques sorting methods can be classified as sorting by exchanging, insertion, selec-

tion, and merging [6]. Sorting has become very important due to extensively growing big data in different 

forms and with the growing types of applications, sorting is becoming more important [7]-[9]. Fast execution 

also depends on how sorting algorithm works [10] also efficient algorithm mechanism is more important 

than good hardware [11]. In the process of solving other algorithmic problems sorting is the first step [12] as 

sorting makes efficient searching possible [13], and sorting acts as the backbone in databases and networks 
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[14]. All sorting applications cannot take advantage of multi-cores available in current CPUs and GPUs, 

therefore a novel sorting method is still needed that can take full advantage of available hardware [15].  

To design an efficient sorting method, several resources are considered [16] and in this context time and 

space are more important [17]. There are several categorizations of sorting algorithms that can be found in 

the literature [18] however mainly these are categorized into two classes i.e. comparison-based and non-

comparison-based sorting methods. Algorithms that rely on comparisons for sorting are considered to be 

comparison-based sorting methods and those that do not use comparisons for sorting are known as non-

comparison-based sorts. Many researchers have worked on existing sorting methods to improve their effi-

ciency to reduce sort method complexity [19]. Different types of sorting methods perform differently on 

different types of input [20] and there is no particular standard sorting method that is appropriate for every 

type of problem instead every method is problem-specific [20]. In the process of selecting the best sorting 

method for a particular problem several factors are considered [21]. These includes the choice of the data 

structure, type of data to be processed, use of parallelism, use of RAM only or use of secondary storage and 

use of high-level language or low-level language for efficient implementation.  

Basima Elshqeirat et al., presented an enhanced version of insertion sort titled Enhanced Insertion Sort 

(EIS) by using threshold values [22]. The authors proposed the enhanced insertion sort, especially for large 

data sets. The proposed algorithm is stable, adaptive, and simple to program. The experimental result shows 

that the proposed algorithm is 23% faster than the traditional insertion sort.  

In this paper, we have proposed novel preprocessing strategies for Quicksort and Insertion Sort. The 

purpose of these preprocessing is to reduce execution time taken by sorting algorithms for sorting and to 

avoid worst case. The preprocessing for a particular sorting method depends upon the way of sorting. As 

different sorting methods have different sorting mechanism therefore one preprocessing technique cannot 

be used for every sorting method. Each sorting function works differently on different types of input. For 

example, quick sort works better when it gets randomized array of input, whereas when data is given in 

sequence quick sort leads to worst case. Consequently, quick sort need preprocessing that shuffle the input 

data for efficient performance. Similarly, Insertion sort is suitable where data is in nearly sorted form thus a 

preprocessing for insertion sort can be made to make the input data nearly sorted. The outputs of original 

algorithms with preprocessing techniques have been compared. In both, the cases proposed preprocessing 

is faster than the original one. We have also proved mathematically that the time complexity has been re-

duced of proposed preprocessing insertion as well as quicksort in comparison to the existing sorting. 

1.1. Quick Sort 

Quicksort, presented by Tony Hoare in 1959, is also a recursive, comparison-based sorting algorithm that 

uses the divide and conquers methodology for sorting [1]. It first selects an element from the list called pivot 

and breaks the given list or array around the pivot element. After pivot selection, it rearranges the list in a 

fashion so that all members which are smaller than the selected pivot element are placed on the left side of 

the pivot. Similarly, elements larger than the selected pivot element must be on the right side of the pivot. 

Equal values can be placed on either side. After the rearranging process, the array of data elements can be 

broken into non-equal parts. It then applies a quick sort algorithm on both sides [23] recursively. There are 

several ways to select a pivot value. 

• Choose the earliest element as a pivot 

• Choose the final element as a pivot 

• Choose a random element as a pivot 

• Choose central element as a pivot 

Quicksort is a comparison-based sort that is neither adaptive nor stable however it is among the fastest sort-

ing algorithms in practice [24]. Several enhancements for quick sort have been proposed in the literature for 

example Aumuller et. al. proposed multiple pivot elements to make quick sort more efficient [25] and Ca-

derman presented a GPU version of quicksort [26] The time complexity of quicksort in the best and average 

case is O(n log n) and in the worst case is O(n2) [10]. Quickso3rt uses the constant additional space with 

unstable partitioning before making any recursive call.  
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1.1.1. Quick Sort Algorithm 

QuickSort(X, low, high): 

INPUT: Unsorted list of n items 

OUTPUT: Sorted list of n items 

if low < high  then 

pivot =  Partition(X, low, high) 

Quick sort(X, low, pivot −  1) 

Quick sort(X, pivot +  1, high) 

end if 

Partition(X, low, high): 

 pivot =  X[low] 

i =  low –  1 

for j =  low to high −  1 do 

  if A[j ] _ x then 

   i =  i +  1 

Exchange A[i ] with A[j ] 

Exchange A[i +  1]with A[c] 

return i +  1 

  end if 

 end for 

1.2. Insertion Sort 

This sorting method is a simple method and good for small lists. Insertion sort works by examining the 

first two elements by comparing them and swapping them if required. It then picks an element from the 

remaining unsorted list and adjusts it at its exact position. The same process goes on until all elements are 

sorted. Insertion sort is more suitable when the list is nearly sorted. The time complexity of insertion sort in 

the best case is O(n), and in the average and worst case is O(n2), whereas space complexity is O(n) [2]. 

1.2.1. Insertion Sort Algorithm 

InsertionSort(X, low, high): 

INPUT: Unsorted list of n items 

OUTPUT: Sorted list of n items 

 Set j = 1 

while(i < n) 

  Set temp = a[j]; 

Set i = j − 1 

while(i >= 0 && temp < a[i]) 

   Set a[i + 1] = a[i]; 

i = i − 1; 

  A[i + 1] = temp 

2. Literature Review 

    In this section, we review different sorting methods and their variations proposed in the literature. 

Quick Sort performs best in random data [27]. Sangeetha [28] proposed and used the dynamic quick sort 
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mapping procedure for power optimization. All the test modules are combined on a separate chip to reduce 

the space used this is called System On Chip (SOC). The authors reduced the delay by 7 to 8 nanoseconds. 

So in this way, actual usage of CGRA is gained beside the low power depletion and space decrease. The 

authors [29] introduced a two-way merge sort that combines the estimate of capacitor currents in perfect 

circumstances that reduce the computation weight and accelerate the sorting. Further to resolve the non-

ideal condition, this paper proposed the insertion sort improvement algorithm based on the two-way merge 

sort. In the proposed technique benefit of the MMC control approach has been used and it is much quicker 

than quicksort. The authors [30] proposed a new algorithm based on the quicksort algorithm. The proposed 

algorithm gives better results for small as well as large datasets. We have seen many traditional sorting 

algorithms. Each algorithm consists of its best, average, and worst-case time complexity. So we cannot decide 

on the best sorting algorithm based on the worst-case scenario. All the algorithms have their pros and cons 

itself. The authors [31] provide an overview of the advanced sorting algorithms. The sorting algorithms have 

been implemented on 11K GoodRead’s data and compared the time and space complexity to each other. 

Sorting is the most demanding problem in the domain of computer science. The authors [32] presented the 

QuickSort algorithm (QM sort) which is most suitable for multi-core CPU architectures. The QM sort has 

two phases, the first phase is used to make chunks sorted and the second phase is used to merge the sorted 

chunks. In the first phase, the authors proposed a parallel quick sort algorithm named BPQsort. The execu-

tion time of BPQsort gained 40%-50% which is finer than QM sort. At last, the execution time of QM-sort is 

10%-15% finer than quick sort based on OpenMP. Quicksort is an efficient sorting algorithm compared to 

heap and merge sort although it is having O(n2) in the worst case. The authors [33] work on the time com-

plexity of Quicksort and compare it with the improved bubble and Quicksort algorithm. After analysis of 

the comparison of Quicksort programmer can decide to reduce the code size and improve the efficiency of 

code size. Sorting is one of the big domains to do the research. The sorting problem attracted the researcher 

to do the research. The author [34] proposed a new sorting algorithm called the SMS algorithm (Scan, Move, 

and Sort). The proposed algorithm is the enhancement of traditional Quicksort in the time complexity of 

best, average, and worst-case when the data set is large. The proposed SMS is compared with Quicksort and 

the result were promising. 

In this paper, the authors presented the formal specification of insertion sort and used the Isabelle/HOL 

for the correctness of the algorithm. The authors compare the value-based and index-based methods to each 

other for the formulization. The findings of the paper are that the index-based method is more suitable for 

verifying all aspects [35]. In this paper, the authors developed the Anchor based Insertion sorting algorithm 

for OS-CFAR (Constant False Alarm Rate). A linked list-built arrangement is used in the developed scheme 

to present the order arrangement to specify the numerous featured models. The proposed scheme reduced 

the computational overhead [36]. This paper contains the modified traditional insertion sort which provides 

better performance in many types of applications. Incoming data has been accepted sequentially and ana-

lyzed immediately whether it is a final result or has to be neglected. To find the location of incoming input 

ICIS algorithm used a similar method to the binary search algorithm. ICIS is an in-place sorting algorithm 

with complexity O (n log n). The proposed algorithm saves time and space in comparison to the traditional 

one [37]. In this paper, the authors focused on the principle of Insertion Sort and resolve a sorter issue in 

Membrane Computing. Authors computed how a hypothetical calculating scheme is similar to membrane 

computing which achieves the simple concept of sorting. To do this authors presented the uncertain repro-

duction instruction so that every membrane can replicate an additional membrane having a similar construc-

tion to the unique one. In the end, the authors presented the procedure of sorting as a group of transactions 

which is executed in four stages having different steps [38]. 

3. Proposed Work 

3.1 Proposed Preprocessing Technique for Quicksort 

Quicksort follows a recursive strategy and divides and conquer approach for sorting data. The worst 

case time complexity of quicksort is O(n2). The best case is nearly impossible in the quicksort because it 

required a median value in the middle of the input list. An extensive experiment study tells us that quicksort 

needs the data to be in random order for best performance. In the case of ascending and descending order, 
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quicksort fails miserably as it is not adaptive and costs a lot due to more comparisons. To avoid extra com-

parison costs and to randomize the input list for efficient processing, this paper presents a preprocessing 

technique or shuffling for quicksort due to which the worst case of quicksort becomes the average Case. As 

quicksort performs best when data is given in random order, therefore before applying the original quicksort 

algorithm proposed preprocessing technique converts input data into randomized order.  The proposed 

preprocessing technique consist of two steps. In first step two halves of input list are converted into random-

ize order and random indices are selected from 0 to midindex for first half of array and mid+1 to maxindex 

for second half of array, and each element is replaced with generated random index. Whereas in second step 

of preprocessing random numbers are selected from whole list. 

3.1.1 Step 1 proposed Preprocessing Algorithm 

low 0 

upper
n

2
− 1 

For  i = 0 to n/2 

    { 

              b  = (rand() % (upper − low + 1)) + low 

              temp  a[i] 

              a[i] a[b] 

              a[b] temp 

    { 

low n/2 

uppern − 1 

For  i = n/2 to n 

    { 

              b  = (rand() % (upper − low + 1)) + low 

              temp  a[i] 

              a[i] a[b] 

              a[b] temp 

    { 

 3.1.2 Step 2 proposed Preprocessing Algorithm 

𝐹𝑜𝑟  𝑖 = 0 𝑡𝑜 𝑛/2 

    { 

              𝑏  𝑟𝑎𝑛𝑑() % 𝑛 

              𝑏2  𝑟𝑎𝑛𝑑() % 𝑛 

              𝑡𝑒𝑚𝑝  𝑎[𝑖] 

              𝑎[𝑖] 𝑎[𝑏] 

              𝑎[𝑏] 𝑡𝑒𝑚𝑝 

              𝑡𝑒𝑚𝑝  𝑎[𝑏2] 

              𝑎[𝑏2] 𝑎[𝑚𝑎𝑥𝑖𝑛𝑑𝑒𝑥] 

              𝑎[𝑚𝑎𝑥𝑖𝑛𝑑𝑒𝑥] 𝑡𝑒𝑚𝑝 

              𝑚𝑎𝑥𝑖𝑛𝑑𝑒𝑥 − − 

   } 

From 0 to midindex two random indexs are selected using rand() function, random number generator 

in C++ and first random index value is replaced with the first element and second randome index value is 

replaced with the last element value. This process executes n/2 times and each time it replaced input elements 
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with random index values.  This proposed technique will cost O(
n

2
).  Step 2 preprocessing simulation is 

given below whereas in step 1 same procedure is applies on both halves of input list. 

3.2 Proposed preprocessing technique step 2 simulation 

Original array 

10 9 8 7 6 5 4 3 2 1 

          i=0,  b=4,     maxindex=9,         b2=2 

6 1 8 7 10 5 4 3 2 9 

          i=1,  b=9,     maxindex=8,         b2=7 

6 9 8 7 10 5 4 2 3 1 

           i=2,  b=5,     maxindex=7,         b2=3 

6 9 5 2 10 8 4 7 3 1 

         i=3,  b=1,     maxindex=6,         b2=4 

6 2 5 9 4 8 10 7 3 1 

          i=4,  b=9,     maxindex=5,         b2=0 

2 8 10 1    7 5 4 3 9 6 

 

3.3 Proposed Preprocessing Technique for insertion sort 

  Insertion sort is one of the oldest sorts. Insertion sort is best for nearly sorted data. The time complex-

ity of insertion sort in worst and average case scenarios is O(n2) [39]. To reduce the execution time of inser-

tion sort and to make it more efficient this paper presents a novel preprocessing technique. The primary 

motive of this preprocessing is to make list in hand nearly sorted up to a possible extent, as it is admitted 

fact that insertion sort performs well if data is nearly sorted. The proposed preprocessing technique consists 

of 04 steps. 

3.3.1 Step 1 Preprocessing 

    In proposed preprocessing, the first element of the input list is compared to the last element of the 

input list and swapping of these elements is done if required. Similarly, the second element is compared to 

the second last element, and so on. These preprocessing costs O(
n

2
).  

       3.3.2 Step 1 Pseudo code 

              For i = 0 to n/2 

       { 

                   If(a [i]  > a [maxindex]) 

                { 

                    temp a[i]  

                   a[i] a[maxindex] 

                   a[maxindex] temp 

                } 

               maxindexmaxindex − 1 

       } 
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        3.3.3. Step 1 Simulation 

 

 

 

 

 

41 67 34 0 69 24 78 58 62 64 

 

  

 

 

 
It is pertinent to mention that in the case of the worst case where all data is reverse sorted above novel 

preprocessing will convert the input data into the whole sorted form, therefore worst-case scenario becomes 

the best case with this approach. 

 Resultant array 

41 62 34 0 24 69 78 58 67 64 

 

3.3.4  Step 2 Preprocessing 

In step 2 proposed preprocessing technique, in the first half i.e. 0 to midindex, the first element of the 

input list is compared to the last element of the first half i.e. mid element, and swapping of these elements is 

done if required. Similarly, the second element of the first half is compared to the second last element of the 

first half, and so on. The cost of this preprocessing is O(
n

2
− 3) comparisons. 

The same is the procedure for the other half i.e. from mid+1 index to maxindex. The cost of this prepro-

cessing is O(
n

2
− 3) comparisons. 

      3.3.5 Step 2 Pseudo code 

             For i = 0 to midindex 

       {  

                If (a[i]  >  a[midindex]) 

                 { 

                       tempa[i] 

                       a[i] a[midindex] 

                       a[midindex] temp 

                  } 

                 midindexmidindex − 1 

      } 

         For i = midindex + 1 to maxindex 

     { 

           If (a[i]  > a[maxindex]) 

           { 

                  tempa[i] 

                 a[i] a[maxindex]; 

                 a[maxindex] temp; 

            } 

     maxindexmaxindex − 1   
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   } 

 

        3.3.6 Step 2 simulation 

 

41 62 34 0 24 69 78 58 67 64 
 

 

 

 

          Resultant array 

24 0  34 62 41 64 67 58 78 69 
 

3.3.7 Step 3 Preprocessing 

In step 3 loop is started from  (
n

4
) and execute up to (

n

2
) − 1  exchange of numbers is done if required. 

This will cost O (
n

4
+ 1). 

       3.3.8. Step 3 Pseudo code 

           mid2 = midindex  

          For i =
n

4
to midindex  

           {  

                  mid2mid2 + 1  

                  If (a[i] > a[mid2]  

                    {  

                         tempa[i]  

                         a[i] a[mid2]  

                         a[mid2] temp  

                    }  

        }   

 

 

 

 

 

 

 

 

       Resultant array 

24 0 34 62 41 64 67 58 78 69 
 

 3.3.9 Step 4 Preprocessing 

In this part, the whole list is divided into 4 parts i.e from the start index of 0 to (
n

4
) , (

n

4
+ 1)  to (

n

2
) , 

(
n

2
) + 1 to (

n

4
) + (

n

2
) and (

n

4
) + (

n

2
) + 1 to maxindex. The total cost of this preprocessing is calculated as 

O(
n

2
). 

24 0 34 62 41 64 67 58 78 69 
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   3.3.10 Step 4 simulation 

24 0 34 62 41 64 67 58 78 69 

 

 

 

 

      Resultant array 

24 0 34 41 62 64 67 58 78 69 
 

After step 4, step 2 will execute again whose cost will be O (
n

2
− 3) + O (

n

2
− 3). 

Time complexity of preprocessing 

 T(n) = O (
n

2
) + O (

n

2
− 3) + O(

n

2
− 3) + O(

n

4
+ 1) + O(

n

2
) + O (

n

2
− 3) + O (

n

2
− 3) 

T(n) = C + (
2n + 2n − 12 + 2n − 12 + n + 4 + 2n + 2n − 12 + 2n − 12

4
) 

T(n) = C + (
13n − 44

4
) 

T(n) = Ω(n) 

 

Best case 

In the best-case scenario (sorted elements), the insertion sort outer loop is executed Ω(n − 1) times 

while the inner loop does not execute. Therefore, total time complexity of the proposed preprocessing tech-

nique and insertion sort is.   

 

T(n) = O (
n

2
) + O (

n

2
− 3) + O (

n

2
− 3) + O (

n

4
+ 1) + O (

n

2
) + O (

n

2
− 3) + O (

n

2
− 3) + Ω(n − 1) 

T(n) = C + (
2n + 2n − 12 + 2n − 12 + n + 4 + 2n + 2n − 12 + 2n − 12

4
) 

T(n) = C + (
13n − 44

4
) + Ω(n − 1) 

T(n) = Ω(n) + Ω(n) 

 

T(n) = Ω(n) 

 

Where C is the constant over here. 

worst case 

In the worst-case scenario (reverse sorted elements), the insertion sort outer loop is executed Ω(n − 1) 

times while the inner loop does not execute. Therefore, total time complexity of the proposed preprocessing 

technique and insertion sort is the same as in the best case. 

T(n) = O(n) 
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Average case 

Insertion sort time complexity in average case is O(n2).  The preprocessing of insertion sort is adjusting 

small numbers at starting positions and large numbers at last positions, due to which average case complex-

ity of insertion sort is proposed as O(n<2). The reason for this is preprocessing is making input nearly sorted, 

and insertion sort performs better in this form, and with preprocessing execution time illustrates more than 

50% increase in performance, so when original time complexity is n2 and after saving more than 50% time 

the time complexity is proposed as less than n2. 

4. Experimental Details 

Insertion sort, Enhanced insertion sort and insertion sort with preprocessing have been implemented 

in Java IDE Eclipse, whereas Quicksort with proposed techniques have been implemented in C++ IDE Dev 

C++ version 5.11 using Intel(R) Core(TM) i5-3230M CPU @ 2.60GHz, with 8GB installed memory, 64 bit, OS 

Windows 10, with data structure array. We are considering the total time consumption taken by each sort in 

seconds to sort up to 2,00,000 Numbers for comparison. 

5. Result and Discussion 

Undoubtedly sorting algorithms are very significant, as they are inevitable for the searching process. 

Several computer scientists have presented new and enhanced sorting methods, but in this paper the concept 

of preprocessing is new. As most sorting methods work gives better result when they get specific type of 

input therefore, we can use some preprocessing functions on data to get efficient performance from sorting 

methods. To make some sorting methods efficient, we have designed preprocessing techniques so that when 

the algorithm applies to the data, it gets the data in its demanding condition. For empirical evidence, we 

have proposed preprocessing techniques for two conventional as well as renowned sorting algorithms which 

are quick sort and insertion sort. 

By using the quicksort preprocessing technique, we have converted its worst case into the average case. 

Similarly, by using the insertion sort preprocessing technique we have converted its worst-case into the best 

case and improved the average case of insertion sort. Execution time results of original algorithms with pre-

processing techniques are given below. 

Table 1 consists of execution time results of quicksort and quicksort with preprocessing in seconds 

which are graphically illustrated in Figure 1. 

Table 1. Execution Time Comparison of Quick Sort with Proposed Preprocessing 

Input Num-

bers 

1,00,000 1,50,000 

Input Type Sorted Random Reverse 

sorted 

Sorted Random Reverse 

sorted 

Quick Sort 22.891 0.0140510 19.6165 40.381 0.0329121 42.3126 

Quick Sort 

with prepro-

cessing 

0.0199917 0.0199721 0.019974 0.029974 0.0439865 0.0299727 
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Table 2 consists of Table 2 consist of execution time results of insertion sort, enhanced insertion sort, 

and insertion sort with preprocessing in seconds which are graphically illustrated in Figure 2. 

Table 2. Execution Time comparison of insertion sort, Enhanced insertion sort, and insertion sort with preprocessing 

 Sorts 
1,00,000 150,000 

Best Random Worst Best Random Worst 

Insertion Sort 0.035 1.505 1.689 0.06 4.729 4.911 

Enhanced Insertion sort 0.006 3.504 4.738 0.007 9.765 10.828 

Insertion Sort with  

preprocessing 
0.011 0.914 0.009 0.019 1.989 0.013 

 

 

 

 

 

 

 

 

 

 

Figure 2. Execution Time comparison of existing insertion sort, enhanced insertion sort, and preprocessing insertion 

sort 

Results of table 2 and figure 2 prove that Enhanced Insertion Sort (EIS) which was presented in [22] 

takes more time than original insertion sort algorithm, however our proposed preprocessing strategy is bet-

ter than the original insertion sort as well as Enhanced Insertion Sort in terms of execution time. 
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                Figure 1. Execution Time comparison of existing quicksort with preprocessing quicksort 
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6. Conclusion 

Computer researchers have been working to design new efficient sorting algorithms, but to improve 

algorithm performance, the use of preprocessing strategies is a novel approach. By using these preprocessing 

techniques on input data before applying an original sorting algorithm we can save much execution time. 

We have compared existing sorting (Insertion sort and Quicksort Sort) with proposed preprocessing tech-

niques and the results have been analyzed. Obtained results show the usability of proposed preprocessing 

strategies. We have also proved mathematically that the time complexity has been reduced of proposed pre-

processing insertion as well as quicksort in comparison to the existing sorting. For future work the authors 

intend to develop even more efficient preprocessing techniques for insertion and quick sort as well as for 

more sorting algorithms.   

7. Data availability statement 

The algorithms are analyzed on ascending and descending datasets initialized by loops and random 

numbers generated by rand functions therefore no separate dataset have been used. Soucrecode of Enhanced 

Insertion Sort (EIS) given by the authors can be download from 

https://github.com/muhyidean/EnhancedInsertionSort-ThresholdSwapping. 

Source code of proposed preprocessed insertion sort is available at Mendelay data 

(https://dx.doi.org/10.17632/s3v5tzxbdg.1).  Source code of proposed preprocessed quick sort is available at 

Mendelay data (https://dx.doi.org/10.17632/nmk5t7zb6k.1). 
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