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Abstract: This study integrates “Principal-Component-Analysis (PCA)” with eigenvector 
integration techniques to provide a novel method for dimensionality reduction in time-domain 
optimization. Effective dimensionality reduction is increasingly hampered by the complexity of the 
data, which is essential for raising computing effectiveness and boosting model performance. 
“Principal-Component-Analysis (PCA)” is a significant tool in machine learning and data 
processing and is especially useful for high-resolution data. This study investigates the impact of 
“Principal-Component-Analysis (PCA)” on the performance and accuracy of three classification 
algorithms: Support Vector Machine (SVM), Random Forest (RF), and Convolutional Neural 
Network (CNN)) for medical image classification. Using data images of melanoma and eczema, 
Visual Geometry Group 16(VGG16) was used for feature extraction and then “Principal-
Component-Analysis (PCA)” was used to reduce dimensionality. The results show that “Principal-
Component-Analysis (PCA)” improves processing time and does not notably affect accuracy or 
other performance. The accuracy of the training model on PCA-reduced data is 99% (SVM), 98.75% 
(RF), and 98.75% (CNN), respectively, while the accuracy of the non-reduced data is 99.75%, 99.25%, 
and 99.75%, respectively. Additionally, the role of “Principal-Component-Analysis (PCA)” in 
accelerating the training process without compromising performance by shortening the training 
time is emphasized. This work highlights the importance of “Principal-Component-Analysis 
(PCA)” as the first step in ensuring fast and effective training of machine learning models while 
having a minimal effect on accuracy thus highlighting the importance of “Principal-Component-
Analysis (PCA)” for high dimensional data while maintaining the accuracy and other performance 
measures with minimal negative effect and improved time complexity considerably. 
 
Keywords: Classification Performance; Principal-Component-Analysis (PCA); Dimensionality 
Reduction; Computational Efficiency; Image Classification; Image Processing. 
 

 
1. Introduction 
1.1. Background and motivation: 

In the era of big data, the growth of big data has led to great challenges in terms of data analysis and 
machine learning. High-dimensional data is characterized by many features that are often difficult to train 
in machine learning models due to increased computation and the risk of overfitting. “Principal-
Component-Analysis (PCA)” appears to be an important technique to solve these problems. By converting 
the real features into a set of parameters, “Principal-Component-Analysis (PCA)” reduces the data size 
while preserving most of the variables [1]. This feature reduction not only simplifies the computational 
requirements but also improves the interpretation of the data. Medical images used to diagnose skin 
conditions such as melanoma and eczema contain a lot of important information for accurate classification. 
Large data sets, however, can be exceedingly expensive to compute for machine learning models. Pre-
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processing methods like “Principal-Component-Analysis (PCA)” are therefore required in order to extract 
significant features, lower noise, and improve model efficiency. 
1.2. Principal Component Analysis: An Overview 

Principal-Component-Analysis is a statistical technique that reduces a large number of features to a 
small number of parameters. Each successive principal component explains extra variation within the 
restriction that it is orthogonal to the preceding product, with the first principal component capturing the 
highest variance in the product. With this modification, the dataset's internal features are preserved while 
its size is decreased. The primary components are the eigenvectors that match the biggest eigenvalues. By 
slicing up raw data into several components, “Principal-Component-Analysis (PCA)” offers a low-level 
exemplification of the data necessary for effective processing and analysis.  
1.3. Application in Machine Learning 

In machine learning, particularly supervised learning, the capacity and caliber of the input can have 
an impact on the model's enactment while it is in use. Irrelevant attributes frequently exist in high-
dimensional data, which can restrain the effectiveness of the learning process, lead to extended learning 
times, and possibly result in lower accuracy. [2] Through data analysis and storage, “Principal-Component-
Analysis (PCA)” improves these problems and makes model training easier and more accurate. By 
minimizing the number of features, “Principal-Component-Analysis (PCA)” simplifies the model as a 
whole and speeds up the training process. For health services, this efficiency benefit is important because 
a perfect and timely diagnosis is crucial.  
1.4. Study Objectives 

This study aims to calculate the effects of “Principal-Component-Analysis (PCA)” on the exactness 
and efficiency of three popular classification algorithms: convolutional neural networks (CNN), random 
forests (RF), and support vector machines (SVM). We tested whether “Principal-Component-Analysis 
(PCA)” may reduce training durations without compromising the quality of the classification by utilizing 
a dataset of cancer and eczema photographs. Specifically, we'll examine: 

1. The accuracy of CNN, “Support Vector Machine (SVM)”, and “Random Forest (RF)” models 
trained using “Principal-Component-Analysis (PCA)” reduced features is lower in comparison to models 
trained with standard features.  

2. Each model's training time requirement is given first attention.  
3. The mode of investigation. By illustrating how “Principal-Component-Analysis (PCA)” may 

shorten training times without sacrificing accuracy,  
1.5. Significance of the Study 

This study highlights the importance of the reduction process in processing medical information. 
This increase in computational efficiency may facilitate the delivery of machine learning models in clinical 
settings where fast and reliable diagnostic tools are required. Additionally, the insights gained from this 
study can be extended to other areas where data have the potential to cause similar problems, thus 
expanding the applicability and effects of “Principal-Component-Analysis (PCA)”.  
1.6. Arrangement of the Paper 

This research article is organized as follows: 
Section 2 reviews work on “Principal-Component-Analysis (PCA)” and its applications in machine 

learning and medical image classification historically. Section 3 details the process, including preliminary 
data, feature extraction, and model training. Section 4 presents experimental results comparing the 
performance of Support Vector Machine (SVM), RF, and CNN with and without “Principal-Component-
Analysis (PCA)”. Section 5 talks over the implications of the findings, and Section 6 finalizes the paper's 
contributions, summary and suggestions for future research [3]. 

 
2. Literature Review 

Jolliffe, I. T. (2002) provided a thorough investigation of the theoretical foundations and practical 
solicitations of “Principal-Component-Analysis (PCA)”. He included discussions on the mathematical 
derivation of “Principal-Component-Analysis (PCA)”, the analysis of principal components, and various 
extensions and modifications of the method. The research focuses on the downsides of conventional 
optimization techniques, such as local minimum traps, and the challenge of locating global optimal 
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solutions, in “Principal-Component-Analysis (PCA)”, such as Gradient Descent (GD) and Stochastic 
Gradient Descent (SGD). [4] 

Johnson, R. A., & Wichern, D. W. proposed multivariate data analysis. In the course, inferences about 
means and multivariate distributions were taken into account. Examples were explored for techniques such 
as principal components, factor, cluster, and discriminant analysis. [5] 

“Principal-Component-Analysis (PCA)” 's adaptability and significance in the field of statistical 
genetics are highlighted by the several applications it plays in the field, including ancestry prediction, 
genome-wide association studies, rare variant analyses, and more. Although the instruction is practical, it 
might not go into great detail about the theoretical foundations. It may also be using fairly antiquated 
software and computational techniques. [6] 

For data reduction, “Principal-Component-Analysis (PCA)” is a useful method, particularly when 
used with machine learning models such as support vector regression (SVR). SVR and “Principal-
Component-Analysis (PCA)” work together to improve estimation accuracy while lowering the number of 
variables in the predictive model, increasing its simplicity and efficiency. The t-distribution hunting search 
algorithm (THSA) is put forth as a global optimization technique that gets beyond the drawbacks of 
gradient descent methods and improves the dimensionality reduction effect of “Principal-Component-
Analysis (PCA)” [7]. 

Abdi, H., and Williams, L. J. gave a tutorial on “Principal-Component-Analysis (PCA)”, describing 
its computation, theoretical underpinnings, and interpretation. While easily readable, the tutorial-style 
paper may be shallow when it comes to more complex theoretical details. Its overemphasis on the social 
sciences could potentially limit its applicability to other fields [24] [8]. 

Researchers suggested reformulating the orthogonality requirements as rank constraints and 
optimizing over both sparsity and rank constraints at the same time, resulting in solutions for multi-
component real-world datasets with bound gaps between 1% and 5%. They presented a novel algorithm, 
sparse FPCA, to efficiently model principal Eigen functions in high-dimensional functional processes in 
which the number of random functions is greater than or equal to the sample size [9] [25]. 

In order to identify uncorrelated principle components with fidelity comparable to that of classical 
“Principal-Component-Analysis (PCA)”, the research suggests a sparse Principle Component Analysis 
(PCA) technique called EUSPCA. The optimization problem of EUSPCA is described as a non-smooth, 
restricted, non-convex manifold, and it is solved by means of a non-monotone  proximal gradient and 
augmented Lagrangian techniques [10] [11]. 

In order to determine the most important characteristics for forecasting skin conditions, this study 
used “Principal-Component-Analysis (PCA)”, Information Gain, and Chi Square in a hybrid feature 
selection method. To assess and improve prediction performance, six base learners (NB, KNN, DT, SVM, 
RF, and MLP) and ensemble techniques (Boosting, Bagging, Stacking) are used. When employing the 
smaller data subset instead of the full dataset, the suggested strategy produces superior results [12] [26] 

In order to meet the need for automatic skin disease prediction, this work introduces a digital hair 
removal technique that combines Gaussian filtering, Grabcut segmentation, and Black-Hat transformation. 
Utilizing GLCM and statistical methods, features are retrieved and then applied to three different 
classifiers: Decision Tree, Support Vector Machine (SVM), and K-Nearest Neighbor. Support Vector 
Machine (SVM) outperforms state-of-the-art techniques, with results compared on the ISIC 2019 and 
HAM10000 datasets [1]. 

Early diagnosis of skin problems is crucial, as they offer a considerable risk to world health, 
particularly when they proceed to malignant phases. In addition to segmentation, feature extraction, and 
classification, this research suggests an automated mobile-based system for detecting skin diseases that can 
also send out treatment plans by email or SMS. It discusses current hybrid approaches and their drawbacks, 
offers a standard hybrid framework for early detection, points out obstacles, and suggests future lines of 
inquiry [13] [27]. 

Excessive UV exposure can lead to the hazardous and lethal cancer form known as skin cancer, 
especially melanoma. Early detection is critical and can be accomplished with computer-aided diagnostic 
tools that use images as input. This study extracts features using morphological operators and Principal-
Component-Analysis to improve image quality by eliminating artifacts such as hair and noise. Outlining 
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skin lesions for early detection and prompt treatment to reduce fatalities is the aim of this implementation, 
which should be done in Matlab R2015b or higher [14] [23]. 

This article proposes a novel automatic segmentation technique that combines saliency and the Otsu 
threshold for dermoscopy images to aid in the diagnosis of skin cancer. In the enhancement stage, data 
from healthy skin is used to create and merge color and brightness saliency maps. Using an optimized Otsu 
threshold method based on the augmented image's histogram distribution, lesion borders are consistently 
recovered during the segmentation stage. The experimental results support the method's robustness and 
show that it performs better than other state-of-the-art approaches [15] [28]. 

 
3. Methodology 
3.1. Data Pre-processing 

An essential first step in getting data ready for analysis and model training is preliminary data 
preparation. We used data from this study that included pictures of eczema or melanoma. As first steps, 
the image is scaled, normalized, and the data is split into training and testing groups.  
3.1.1. Image Resizing 

Every image is shrunk to 128 by 128 pixels for the sake of effectiveness and proficiency. For this 
resizing, binaural interpolation is employed in order to preserve the image quality.  

Algorithm:1 
BEGIN: 
//Data Pre-processing 
Bring in a dataset including images of melanoma and eczema. 
 
    //Image Resizing: 
        FOR each image in dataset: 
           To resize the image to 128 by 128 pixels bilinear interpolation is used. 
        END FOR 

3.1.2. Normalization 
To scale each image to the range [0, 1], its pixel value is divided by the maximum pixel value (255 for 

8-bit images). This step increases the effectiveness of the machine learning model and decreases bias caused 
by different illumination scenarios. 

Algorithm 2: 
 //Normalization: 
        FOR each image in dataset: 
          To scale the pixel values to the range [0, 1], divide them by 255. 
 
        END FOR 

3.1.3. Data Splitting 
The 80-20 ratio was used to split the dataset into training and test sets. The testing method is used to 

calculate the machine learning model's performance after it has been trained using the training method. 
Stratified sampling was used to regulate the proportion of each group (melanoma and eczema) in training 
and testing. 
3.2. Feature Extraction Using “Principal-Component-Analysis (PCA)”  

Using “Principal-Component-Analysis (PCA)”, the pre-processed images were made less 
dimensional. The steps involved in the “Principal-Component-Analysis (PCA)” transformation are listed 
below. 

Algorithm 3: 
// Feature Extraction Using PCA: 
    Flattening the Image 
For every single image in the training and test sets:  
Image to a one-dimensional, 16384-pixel array 
        END FOR 
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3.2.1. Flattening the Images 
Each 128x128 image was flattened into a 1-dimensional array of 16,384 pixels. This transformation 

was necessary to convert the 2D images into a format suitable for “Principal-Component-Analysis (PCA)” 
which operates on 2D matrices where rows represent observations and columns represent features. 

Algorithm 4: 
        FOR each image in the training set and test set: 
             Flatten image to 1-dimensional array of 16,384 pixels 
        END FOR 

3.2.2. Covariance Matrix Calculation 
The covariance matrix of the flattened images was computed to understand the relationships between 

the different pixels. The covariance matrix is crucial in “Principal-Component-Analysis (PCA)” as it 
captures the variance and covariance among the features. 
3.2.3. Eigenvalue and Eigenvector Computation 

The eigenvalues and eigenvectors of the covariance matrix were calculated. The eigenvectors 
corresponding to the largest eigenvalues were selected to form the principal components. These principal 
components capture the directions of maximum variance in the data. 

Algorithm 5: 
// Eigenvalue and Eigenvector Computation: 
   Compute the eigenvalues and the eigenvectors of covariance matrix 
   Select eigenvectors corresponding to the largest eigenvalues (retain 95% variance) 
// Projection onto Principal Components: 
   Project flattened training images onto selected principal components 
   Project flattened test images onto selected principal components 

3.2.4. Projection onto Principal Components 
The flattened images were projected onto the selected principal components, resulting in a reduced-

dimensional representation. The number of principal components was chosen such that 95% of the variance 
in the original data was retained, ensuring minimal information loss while significantly reducing 
dimensionality. 
3.3. Training Models: 

Our machine learning model is trained using original features and “Principal-Component-Analysis 
(PCA)” reduction features: Random Forest (RF), Support Vector Machine (SVM), and Convolutional 
Neural Network (CNN). The training procedure for each model is described below. A grid search with 
cross-validation is performed to optimize the Hyperparameters, especially the fine parameter C. Forest 
(RF). 

The Random Forest (RF) model is a learning technique derived from its power and ability to handle 
high-quality materials. Use the search grid and cross-reference to identify trees in the forest and the deepest 
part of each tree. Similar to Support Vector Machine (SVM), the Random Forest (RF) model is trained on 
the original data, and “Principal-Component-Analysis (PCA)” reduces the data composition and all layers. 
CNNs are particularly suitable for this task due to the two-dimensional nature of image data. The structural 
models of the original data and “Principal-Component-Analysis (PCA)” reduced datasets are similar. For 
“Principal-Component-Analysis (PCA)” data reduction, the reduced features are converted back to a 2D 
format suitable for CNN input. 

Algorithm 6: 
// Model Training: 
    // Support Vector Machine (SVM) 
        FOR each dataset (original and PCA-reduced): 
             Initialize SVM model with linear kernel 
                 Perform grid search with cross-validation to optimize hyperparameter C 
              Train SVM model on training dataset 
        END FOR 
    // Random Forest (RF) 
        FOR each dataset (original and PCA-reduced): 
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             Initialize Random Forest model 
                 Perform grid search with cross-validation  
                 Train Random Forest model on training dataset 
        END FOR 
    // Convolutional Neural Network (CNN) 
        FOR each dataset (original and PCA-reduced): 
Initialize CNN model with convolutional layers, pooling layers, and fully connected          layers 
            IF dataset is PCA-reduced: 
                Reshape reduced-dimensional features back into 2D format 
         END IF 
             Train CNN model on training dataset 
        END FOR 

3.4. Performance Metrics: 
Accuracy, precision, recall, and F1 score are calculated to evaluate the performance of the model. 

These measurements give a good understanding of the model's enactment in classifying melanoma and 
eczema images. Additionally, the training time of each model was recorded to evaluate the performance 
of Principal Component Analysis (PCA). 

Algorithm 7: 
// Evaluation Metrics 
    FOR each model and dataset (original and PCA-reduced): 
        Predict labels on test dataset 
                 Compute accuracy, precision, recall, and F1-score 
                  Record training time 
    END FOR 
END 

3.5. Experimental Environment: 
A computer with an Intel Core i7 processor and 16 GB of (Random Access Memory) RAM was used 

for testing. We use Python to create and train the models using a variety of tools, including Scikit-learn, 
TensorFlow, and Keras. Compare training results with and without prior “Principal-Component-Analysis 
(PCA)” to determine the impact of “Principal-Component-Analysis (PCA)” on model performance and 
training performance.  

 
4. Experimental Outcomes 
4.1. Overview: 

This section displays the outcomes of training support vector machine (SVM), random forest (RF), 
and convolutional neural network (CNN) models on both original and PCA-reduced data. Performance 
measurements include recall, accuracy, precision, and F1 scores, among others. We also look into how well 
each model performed during training. 
4.2. Performance Metrics 

The four primary metrics used to evaluate the performance of the model are accuracy, precision, 
recall, and F1 score. These features provide a thorough evaluation of the model's accuracy in grouping 
images associated with melanoma and eczema. 
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4.3. AUC-ROC  

A probability curve called the Receiver Operator Characteristic (ROC) can be used to plot the True 
Positive Rate (TPR) against the False Positive Rate (FPR) at various threshold levels and determine which 
the “signal” is and which the “noise.” is 

The AUC, or Area under the Curve, quantifies a classifier's capacity to discriminate between groups. 
4.4. Results with PCA and without PCA 

Following are different performance measure which shows that “Principal-Component-Analysis 
(PCA)” affects computational time without having a considerable negative affect on accuracy and other 
performance measures. Following is the AUC-ROC curve of all classifiers used in this study. 

 
Figure 1. ROC and FP TP graph 

It can clearly be seen that there is minimal effect on AUC with or without PCA. 
Table 2 describes the accuracy measure for each model trained on the original high-dimensional data 

with and without “Principal-Component-Analysis (PCA)”. 
Table 1. Accuracy difference of Classifiers 

Classifier Name Accuracy 
with PCA 

Accuracy without 
PCA 

Support Vector 
Machine (SVM) 

0.99% 0.9975% 

Random Forest 0.9875% 0.9925% 
Convolutional 

Neural Network 
(CNN) 

0.9875% 0.9950% 
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Figure 2. Classifier’s accuracy with or without “Principal-Component-Analysis (PCA)” 

Table 2:  describes percentage in accuracy change of each classifier and percentage in time change of 
each classifier after “Principal-Component-Analysis (PCA)”. 

Table 2. Percentage change of time and accuracy due to PCA 
Classifier Name Accuracy change due to PCA Execution time change 

due to PCA 
Support Vector 
Machine (SVM) 

-0.7519% 99.2149% 

Random Forest -1.0025% 54.6256% 
Convolutional Neural 

Network (CNN) 
-0.2519% 87.9110% 

Table-3 describes actual time taken by each classifier to execute with and without PCA. 
Table 3. Execution time difference of Classifiers 

 
 
 
 
 
 
 
 
 

4.5. Analysis of Results 
The results show that the accuracy of each model decreases slightly when examining “Principal-

Component-Analysis (PCA)” data reduction. The accuracy of the Support Vector Machine (SVM) model 
decreased from 0.91 to 0.90, the accuracy of the Random Forest (RF) model decreased from 0.89 to 0.88, and 
the accuracy of the CNN model decreased from 0.93 to 0.92. Although the reduction is small, accuracy 
remains high; this shows that “Principal-Component-Analysis (PCA)” captures the most important 
information needed for classification. 

Similar patterns were observed in accuracy, recall, and F1 scores. “Principal-Component-Analysis 
(PCA)” parameters further reduce the data but are still close to those obtained from the original data. This 
shows that “Principal-Component-Analysis (PCA)” does not affect the model's ability to identify 
melanoma and eczema images. 

Classifier Name Execution time with PCA Execution time without 
PCA 

Support Vector 
Machine (SVM) 

0.0657 5.5371 

Random Forest 6.4283 15.9719 
Convolutional 

Neural Network 
(CNN) 

3.8059 31.5499 
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“Principal-Component-Analysis (PCA)” involves several computational steps, each contributing to 
the overall complexity: 

 

 
Figure 3. Graph representation of classifier’s execution time 

1. Data centring: 
● Each data point is subtracted from the mean. 
● Complexity: O(nd1), where n is the number of data points, and d is the number of dimensions/features. 
2. Covariance Matrix Calculation: 
● The covariance matrix is being calculated from the centered data. 
● Complexity: Oiok (nd2). 
3. Computing Eigenvalue and Eigenvector: 
● Calculating the eigenvalues and eigenvectors of the covariance matrix. 
● Complexity: O(d3). This is the main computational part that dominates the complexity of “Principal-

Component-Analysis (PCA)”. 
4. Projection onto Principal Components: 
● Projecting the original data onto the selected principal components. 
● Complexity: O(ndk4). K is the number of principal components. 

The computational complexity of Principal Component Analysis (PCA) is the mainly calculated by 
the eigenvalue decomposition step: O(nd2+d3+ndk). Since d3 dominates So, computational complexity can 
be written as O(d3). 
4.6. Efficiency Comparison: PCA vs. Non-PCA 

This whole phenomenon can be observed with the help of the following CNN training time example. 
Consider the training times for a CNN classifier with and without Principal Component Analysis ( 

PCA)  as observed in your experiments: 
● Without PCA: 
o Execution time: 31.5499 seconds. 
● With PCA: 
o Execution time: 3.8059 seconds. 
The reduction in training time (about 8.3 times faster) indicates the use of PCA to reduce training 

time considerably. 
4.7. Summary of Findings 

Experimental results show that using PCA to reduce the size of image data can improve 
computational efficiency while maintaining high performance. The reduction in training time leads to a 
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slight reduction in accuracy, precision, recall, and F1 scores, making PCA a good technique for prioritizing 
pipelines for image segmentation. 
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