
Journal of Computing & Biomedical Informatics                                                                                      Volume 07     Issue 01 
                  ISSN: 2710 - 1606                                                                                                                                            2024 

ID : 517-0701/2024  

Research Article 
https://doi.org/10.56979/701/2024 
 

Machine Learning-Based Detection of Mirai and Bashlite Botnets in IoT 
Networks 

 
Fatima Yousaf1*, Muhammad Arslan2, Ammar Ahmad Khan3, Ashir Tanzil4, Asiya Batool3, and 

Muhammad Asad2 

 
1Department of Computer Science & IT, Institute of Southern Punjab, Multan 60800, Pakistan. 

2Faculty of Computer Science, Lahore Garrison University, Lahore, 54000, Pakistan. 
3Department of Computer Science, NAMAL University, Mianwali, 42250, Punjab, Pakistan 

4Department of Computer Science, Abasyn University Islamabad Campus, Islamabad, 44000, Pakistan. 
*Corresponding Author: Fatima Yousaf. Email: fatimayousaf@isp.edu.pk  

 
Received: February 11, 2024 Accepted: May 23, 2024 Published: June 01, 2024 

________________________________________________________________________________________________________ 
Abstract: The growth of IoT devices has caused more botnet attacks, similar the Mirai botnet, which 
is a major cause of distributed denial of service (DDoS) attacks. Mirai gained notoriety for its 
involvement in large-scale attacks that compromised numerous IoT devices through weak 
authentication credentials. Similarly, Bashlite, also known as Bash0day or Lizkebab, targets 
vulnerable IoT devices by exploiting the Shellshock vulnerability in Linux-based systems. These 
botnets leverage compromised devices to carry out malicious activities and the propagation of 
malware. Machine Learning (ML) methods have been proposed to detect botnets, but finding both 
Mirai and Bashlite botnets at the same time is difficult because their attack patterns are different. 
The Random Forest (RF), Support Vector Machine (SVM) and Logistic Regression (LR) based 
detector for Mirai and Bashlite botnets are implemented in our detection method using machine 
learning. This study used N-BaIoT dataset to train these algorithms in order to detect the best 
features that distinguish botnet attacks on Internet of Things (IoT) devices. In this research we used 
two infected devices against five protocols. All machine learning algorithms used are reasonably 
accurate, as their test validation accuracy was greater than 99%, although Random Forest seemed to 
work the best.  
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1. Introduction 

Botnets are usually a network of devices that have been taken over, and that exhibit on external 
management or control by an outside server [1]. Robots are the software components, commonly well-
known as "bots" or "zombies," are usually organized after being compromised by an attacker due to a 
vulnerability in the software or security settings [2]. An attacker can compromise these devices and then 
use them to perform a wide range of malicious activities including, but not limited to launching DDoS 
attacks, spamming users, stealing private data, and so on [3]. 

IoT devices have also been increasingly manipulated for assembling massive botnets to transfer 
Distributed Denial of Service (DDoS) attacks. This is a kind of malicious attack, due to the vulnerabilities 
found on various IoT devices. Botnet attacks, mostly those using the Mirai botnet, pose significant threats 
to IoT network stability and security through methods like TCP, UDP, and ACK Flooding, DNS attacks, 
and HTTP Flooding [4]. These attacks exploit IoT vulnerabilities, leading to common interruptions and 
compromised systems. Botnet attacks detection at specific levels is a hard problem because not much 
research has been conducted to find bandits in color flow characteristics. Many research papers measured 
the performance of three classifiers, to classify botnet attacks on nine devices using comprehensive dataset 
of N-BaIOT having 115 features discussed in literature. However, the low power consumption of IoT 
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devices makes it challenging to manage and monitor massive amounts of data for the classification of 
network traffic. These restrictions are due to the storage capabilities and also higher computation costs [5]. 

Machine Learning and deep learning are being used in every research field of this modern era such 
as IoT,  biomedical images, content based image retrievals, education, development, industry etc [6]–[8]. 
While existing literature has primarily focused on the detection of botnet attacks, there is no noticeable 
research proposing effective methods to detect multiple botnets. Consequently, a significant need arises 
for novel approaches and methodologies. 

In this paper, we present a strategy to effectively identify IoT devices targeted by multiple botnet 
attacks. Our focus is on detecting and stopping malicious traffic from Mirai and Bashlite attacks. The key 
contributions of our work include: 
1. We trained machine learning algorithms using the publicly available N-BaIoT dataset to detect and 

classify botnet attacks on IoT devices.  
2. By employing Random Forest, Support Vector Machine, and Logistic Regression techniques, we 

achieved a test validation accuracy exceeding 99%. Random Forest demonstrated superior 
performance compared to the other algorithms. 
The remaining portions of the paper are arranged as follows: A comprehensive review of the literature 

on the methods for detecting and defeating IoT-based botnets is included in Section 2. Section 3 presents 
our proposed methodology for traffic analysis and the training of machine learning algorithms. The 
effectiveness of the machine learning models that have been developed in recognizing malicious traffic is 
illustrated in Section 4. In Section 5, we bring our work to a close by highlighting the importance of our 
study in creating practical defenses against botnet assaults for IoT devices.  

 
2. Literature Review  

In this section, the discussion is made about literature on methods of detecting and mitigating botnets 
based on IoT. Host-based detection and network-based detection are the two main types of botnet detection 
approaches. Host-based detection techniques are employed on individual devices, like smartphones and 
personal computers, whereas network-based detection techniques are implemented on a central machine, 
like a router or gateway, which handles all network traffic. Host-based detection techniques are frequently 
employed when a device possesses adequate storage capacity to support many detection algorithms. 
However, due to the limited resources of IoT devices, storing such resource-intensive detection algorithms 
becomes challenging. This has led to early detection strategies that mainly focused on network-based 
detection algorithms as a major. 

There are specific signature-based approaches for detecting IoT botnets such as in research paper [9]. 
Although these approaches are primarily network-based, they incorporate Mirai signatures into the 
detection algorithm to enhance its effectiveness. Additionally, approaches like [10] focus on detecting 
malicious domains within an IoT network to prevent malicious activities originating from specific 
domains. A unique graph-based method is carried out in article [11] to identify botnets that are compatible 
with a range of device designs. The process entails identifying the botnet lifecycle by analyzing binary files 
that contain both harmful and benign traffic. The proposed approach involves creating function call graphs 
and printable string information (PSI) graphs from botnet lifecycle related functions and using a 
convolutional neural network to classify benign and malicious samples with an accuracy of over 95%.  

This Paper [12] suggests a method for utilizing power usage trends to identify the Mirai botnet and 
its variations on Internet of Things devices (PCP). The methodology involves collecting PCP of each device 
during different stages and training a CNN model on the preprocessed dataset. The model achieved 90% 
accuracy, but the proposed methodology faces several implementation challenges, such as expensive 
power consumption tools and lack of standard datasets of (PCP). The authors of research paper [9] suggest 
a network-based approach to find bots in IoT networks while they're scanning. Having looked at all the 
Mirai malware signatures, they chose to search for bots that use the port scanning signature. While it would 
do little to mitigate botnet attacks in general, the authors suggested that known misbehaving bots could 
be blocked or made unable to communicate once they were identified. A method for discovering and 
quarantining vulnerable devices in an Internet of Things (IoT) network is proposed by the authors of [13], 
preventing malware from infecting them and enrolling them into a Botnet. The technique starts by looking 
for open ports on Internet of Things devices, specifically HTTP, SSH, and Telnet. Then, firewall rules are 
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set to blacklist internet access for vulnerable devices. In paper [14], a policy descriptor mechanism is 
proposed to detect any abnormal activities in Internet of Things (IoT) devices by comparing their current 
rules with the saved policies at first-time entry, for communication, usage and access. The proposed 
method provides an effective way to detect and prevent the spread of Mirai virus in the Internet of Things 
network. Like that, [15] recommended solving botnet recognition with Deep learning from network flow 
data. The approach involves capturing network traffic flows, converting them into connection records and 
training classifiers to recognize the difference between malicious or benign traffic. Hence the suggested 
method used to identify botnet activity will be proven to be highly efficient.  

A Deep Learning Botnet Detection method using LAE and BLSTM Techniques: A Recent study of [16] 
proposed deep learning heterogeneous botnets detection method for LAE and BLSTM techniques. LAE is 
employed to reduce the data dimensionality and BLSTM for detecting long-term temporal dependency 
present between the low-dimensional features set spitted out by LAE in order to categorize a given attack. 
On the BOT-IoT data set, the researchers brought the amount of data down by 91.89 percent with LAE [17]. 
Provides a BLSTM-dependent RNN approach to IoT botnet detection at the packet level. Using a sandbox 
instance, the authors performed a Mirai attack against IoT devices and collected their dataset. This dataset 
was then classified using the BLSTM-RNN network. In research paper [18], authors suggested a machine 
learning technique that evaluated data accuracy through the use of an artificial neural network. Although 
they only used data from one device in their investigation, they used the N-BaIoT dataset from nine distinct 
devices. The accuracy of the model was found to be 92%. The authors of [19] introduced a brand-new 
feature selection technique called corrauc, which computes the area under the ROC curve and assesses 
correlation qualities. The four steps of the methodology are as follows: first, features with adequate 
information are chosen; next, feature selection algorithms are applied; finally, selected features are 
validated; and finally, the methodology is assessed using four distinct machine learning algorithms on the 
BOT-IoT dataset, yielding an accuracy of more than 96%.   

A binary and multiclass classification approach was introduced by the authors of paper [20] to 
distinguish between normal and malicious Internet of Things communications. Three machine learning 
algorithms and two feature selection techniques were used for classification. Results show that all 
classifiers work well and with a high level of accuracy in binary a multi-class classification. Finally, the 
authors recommended a density-based classification of green IoT devices outlier identification in network 
data by applying DBSCAN: it is considered as the most widely used clustering algorithm-based method. 
Zero-Day proof low-density clusters were marked as Malicious and High-Density Clusters were 
categorized as normal Trash. Three machine learning algorithms were also used to better identify the 
named clusters; over 90% accuracy was achieved for every attack. Keeping this in view, such a technique 
can be beneficial probably to identify and prevent malicious communication on green IoT devices.  

The paper [21] offered a combination of BO-GP and DT machine learning methods for detecting 
malicious traffic in the BOT-IoT dataset. The authors addressed the issue of unbalanced datasets by 
employing the SMOTE algorithm and the min-max normalization method. They did not, however, apply 
any feature selection strategy or ideal model hyper-parameters to enhance detection performance with the 
Bayesian Optimization Gaussian Process. The model achieved 99 percent accuracy, but because it lacks a 
feature selection strategy, it might not be suitable for Internet of Things applications. The complete dataset 
was not used by the authors to assess the model.  An unsupervised machine learning algorithm-based 
domain name detection technique is proposed by the study in article [22] to distinguish between malicious 
and normal domains. After gathering both normal and malicious domains, the writers extracted 204 
variables.   However, during preprocessing, they only kept 20 features.  They tested nine different 
algorithms and found out that LAC, ANN, K-Means, AP, DBSCAN, Hierarchical Clustering, K-medians 
GMM and Mini Batch K-means were the four that reached 99% accuracy level. According to the study's 
findings, unsupervised machine learning methods can successfully distinguish between normal and 
malicious domains.   

Botnet traffic classification using supervised machine learning algorithms is a major research area. 
The BOT-IoT dataset was used in conjunction with chi2 as the feature selection method, respectively [23]. 
The three supervised machine learning algorithms that were employed included Multilayer Perceptron 
Artificial Neural Network (MLP ANN), K nearest Neighbor (KNN) and Gaussian Naïve Bayes (GNB). It 
has been concluded from research that KNN is the most accurate of these three algorithms.  
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BDS anti-botnet defense system is a collection of four components: worm launcher, monitoring 
module, policy planner and command control used to research botnets and their strategy [24]. First, 
authors develop a method named Few Elite Launch for the PetriNet 2 simulator in order to repell white-
capped insects according to both its life cycle and network structural density.  The paper [25] describes a 
Mirai-based scanner in order to obtain vulnerability data for IoT devices, identify the vulnerabilities and 
produce reports on which it can assist network administrators or home users with. This is tool mimics 
Mirai infection like attacks on IoMT devices that gives a solution to better the security of IoMT networks. 
In this paper, the authors developed an algorithm of Hybrid Strawberry African Buffalo Optimizer 
(HSABO) [26] based on collective behavior of strawberry plant and African buffalo for identifying IoT 
botnet attack to enhance security in these types of devices. In [27], by calculating hash code of each device 
in the IoT network, it presents a way for mitigating of Mirai botnet activity and has advised implementing 
this method through analysis module and an application monitor whitelist. By verifying the security 
properties of their code, an Invincea virtual machine running on each device prevents Mirai botnet attacks 
by limiting what can run and denying rogue applications access to sensitive data.  

On the other hand, limited research has taken place in preventing IoT devices from being part of 
botnet. Also, previous research has shown limited solutions for removing malicious activity from 
compromised IoT devices, with one method being botnet-vs-botnet, which requires significant time, 
battery power, and storage. Installing IDS on every device is an alternate method, but it uses up storage 
and isn't the best for IoT devices because of their short battery lives. Another approach is to prevent devices 
from becoming bots by addressing three primary vulnerabilities: all-time online availability, open ports, 
and weak credentials. However, these measures are not entirely effective due to user awareness issues and 
Mirai's ability to compromise devices through brute force attacks. 

 
3. Methodology 

This section presents a methodology for the detection and prevention of botnets in IoT networks using 
a machine learning approach. The general machine learning process is shown under Figure 1. This method 
analyzes network traffic using machine learning techniques to identify trends that demonstrate botnet 
activity. The detected botnets are then removed from the network. The machine learning algorithms are 
trained on publicly available N-BaIoT dataset. The dataset description and preprocessing are described in 
the following section. 
 3.1. Dataset description 

The N-BaIoT dataset, which was first presented in paper [27] and is freely accessible at the UCI Machine 
Learning Repository, was used in this investigation. Nine commercial Internet of Things (IoT) devices—
four security cameras, one webcam, two doorbells, and one thermostat—were used to collect real-time 
traffic data to create the dataset. We used two devices in this study. Each device was deliberately infected 
with two types of malwares, namely Mirai and BASHLITE, and subjected to various types of attacks, as 
mentioned under Table 1.  

After each device is installed, normal traffic is intercepted to ensure that malicious samples are removed 
from the training dataset. The dataset contains a total of 115 objects, of which 23 objects were recorded five 
times, each with a duration of 100 ms, 500 ms, 1.5 s, 10 s and 1 min. 

Table 1. Attack Types in N-BaIoT Dataset 
IoT Devices Malware Attacks Considered 

Damini_Doorbell, Provision_PT_737E_Security_Camera, Bashlite Scan, TCP, UDP, Junk, Combo 
Mirai Scan, Ack, UDP, Syn, UDP plain 

Furthermore, several statistics are computed from each packet which include covariance, size and 
radius of two flow sources, Pearson correlation coefficient and mean standard deviation and variance of 
packet sizes. 
3.2. Data preprocessing 

Data preprocessing is a fundamental step in the field of machine learning as it prepares the data before 
feeding it to the machine learning algorithm to ensure optimal performance. Data preparation involves 
several steps such as converting data into a numeric representation, eliminating null and duplicate 
samples, balancing the data set, and normalizing values. For instance, in the case of N-BaIoT dataset, class 
balancing, and dataset normalization are required due to high ratio of attack samples as compared to 
corresponding benign data samples. Consequently, it is necessary to choose and implement the right 
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preprocessing techniques for proper preparation of datasets for machine learning algorithms that will be 
used to obtain accurate reliable results. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1. Botnet Detection Research Methodology 
3.3. Data Standardization 

We use standard scalar methods for normalizing values in a dataset so as to enhance the model’s 
performance. With this method, the mean value of each feature is subtracted followed by scaling all values 
to unit variance by dividing by their corresponding standard deviation [24]. The transformed data has a 
mean of 0 and a standard deviation of 1, defined as; 
𝑧 = !"#

$
                                                                                                                                                                       (1) 

Where σ represents the standard deviation, µ is the mean of the samples in the data set, and x is the 
original value of the trait. This normalization process is performed using standard scalar library modules. 
3.4. Class Balancing 

There is a clear class imbalance in the binary classification dataset, with significantly more samples 
belonging to the attack category than to the benign threat category. This type of imbalance can be caused 
by bias and overfitting in favor of certain categories. In addition, feature selection techniques can also 
support features that are very important for overrepresented classes. It is known that all these problems 
are caused by data imbalance. We ensure that each device contains an equal number of samples from both 
aggressive and benign classes to balance the data set and minimize these issues. This is achieved by using 
the RandomUnderSampler module in the imblearn library, which randomly compresses the majority class 
to match the size of the minority class. 
3.5. Feature Selection 

Dimensionality reduction is a useful machine learning preprocessing step that helps remove redundant 
and irrelevant data, improving the accuracy of the learning process and the understanding of the results 
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[25]. In our study, we performed feature selection by selecting the top 10 features from the combined attack 
and benign datasets. There are three main feature selection methods, including the packing method, the 
filtering method, and the embedding method. These methods are used to determine the most important 
features by assessing the impact of different features on the performance of the model. The proposed 
method involves selecting the main features based on their statistical significance (determined by their 
correlation with the target variable).  
3.6. Recursive feature elimination 

  We use recursive feature elimination (wrapper method) and logistic regression to select the best subset 
of features for binary classification. This method, as illustrated in Figure 2, takes all dataset features as 
input and removes features that have the least impact on classification accuracy. Starting with all 115 
features in dataset, the features are evaluated and removed 20 features with each iteration until reaching 
the optimal subset of size k, aiming to identify the most informative features for model accuracy. 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Recursive Feature Examination 

3.7. Classification 
We use a binary classification approach using three classifiers (logistic regression, support vector 

machine, and random forest) to identify malicious traffic. These classifiers are trained on selected features 
to differentiate between benign and malicious traffic. By using LR, we leverage its ability to model 
nonlinear relationships and make accurate predictions based on selected features. Additionally, we use 
SVM to accurately classify benign and malicious traffic by identifying optimal solution boundaries in high-
dimensional data. Finally, when in-depth data analysis is required, choose Random Forest (RF) to perform 
regression and classification tasks. It consists of decision trees, and the predictions of each decision tree are 
combined to produce the final result. The accuracy and efficiency of RF is affected by the number of 
decision trees. 
3.8. Machine Learning Models for Identifying Malicious Traffic 

The methodology of this study aims to classify malicious traffic in IoT devices using machine learning 
techniques, specifically random forest, support vector machine (SVM), and logistic regression. The N-
BaIOT dataset was obtained from nine affected devices that used five different protocols. The models under 
review are trained and tested with this dataset to find out the information signatures for effective detection 
of botnet attacks on IoT devices. 
3.8.1 Random Forest 

A cluster of decision trees is generated during training, where they form a class by averaging classes 
predicted by every individual tree using random forest ensemble learning method. It is capable of handling 
large multidimensional datasets and inferring intricate associations between attributes. 
3.8.2. Support Vector Machine (SVM) 

Support vector machine (SVM) is a type of supervised learning model which splits up the class into 
segments through constructing a hyperplane based on data analysis. For classification purposes, it maps 
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new instances to high-dimensional feature spaces using decision thresholds. SVM works well with both 
linear and nonlinear separable data. 
3.8.3. Logistic Regression 

The statistical model called logistic regression predicts the probability of binary outcome given the 
input variables. Logistic functions are used in analyzing the relationship between dependent variable(s) 
and one or more independent variables to estimate probabilities. On classification problems involving 
binary outcomes, logistic regression is commonly applied. 

During a given time frame the data set is examined to identify qualities (e.g. weights or biases) that can 
signify particular attributes of malicious traffic. These qualities are used as training data for chosen 
machine learning models with labeled data where all instances of malicious traffic have labels. The model’s 
performance is assessed using measures like testing accuracy rate. The aim here is to examine how well 
random forest, SVM and logistic regression can classify attack from benign IoT traffic. 

 
4. Results and Evaluations 

This study uses five different evaluation metrics to assess how well the trained model performs. To 
evaluate the model, four parameters (TP, TN, FP and FN) are obtained from the confusion matrix, which 
is the first measure. For example, if the predicted result is malicious and the actual value is also malicious, 
this is called true positive (TP) [28]. If the actual value is favorable but the predicted result is harmful, it is 
called a false negative (FN). Similarly, if the predicted result is favorable and the actual value is also 
favorable, it is called true negative (TN). However, if the actual value is malicious, it is called a False 
Positive (FP). All other metrics are calculated using these four parameters. 

The classifier's accuracy is assessed using accuracy. However, precision, recall, and f1-score are also 
used because accuracy alone is insufficient for evaluating performance [29] . 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 %&'%(

%&'%(')&')(
                                                                                                                                          (2) 

Precision is useful when the FP rate increases because it double checks the accuracy of the TP by 
determining how often the predictions are correct. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = %&

%&')&
                                                                                                                                                      (3) 

Recall is used to determine how often our model correctly predicts a class, which is used to estimate the 
true positive rate. 
       𝑅𝑒𝑐𝑎𝑙𝑙 = 	 %&

%&')(
                                                                                                                                                    (4) 

Recall is used to determine how often our model correctly predicts a class, which is used to estimate the 
true positive rate. 
𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 	 *(,-./01023)(-./566)

,-./01023'-./566
                                                                                                                                (5) 

This research primarily focuses on outcome obtained by using three classifiers: Support Vector Machine 
(SVM) [30], Logistic Regression (LR) [31] and Random Forests (RF) [32] in identification of benign and 
botnet traffic. Out of 115 features, we selected top ten most informative ones per attack type. All the selected 
attack-related features are listed by their sequence numbers from 1 to 115.The end part examines it critically 
regarding the test results obtained employing each type classifier against different attacks made through 
some device. Confusion metrics, Accuracy, Precision, F1-score, and Recall score are among the evaluation 
metrics that were employed to evaluate the classifiers. 

The IoT device dataset's benign file is combined and balanced with each attack dataset file 
independently, and features are then retrieved utilizing wrapper techniques. After that, the chosen features 
are put through to the categorization techniques. 

Tables 2 and 3 show the outcomes of the classification techniques for each of two IoT devices and 
attacks. For every attack, the evaluation metrics are computed individually. For instance, three methods 
were used to classify the results of a combination attack, and Figures 3 and 4 display the evaluation metrics 
for each algorithm. 
4.1. Danmini_Doorbell Dataset Results 

Table 2. Damini_Doorbell Dataset Results 

Botnet Attacks Algorithm Accuracy Precision Recall F1 Score TP FP TN FN 

Bashlite g_combo RF 1.0 1.0 1.0 1.0 9910 0 9910 0 
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LR 1.0 1.0 1.0 1.0 9910 0 9910 0 

SVM 1.0 1.0 1.0 1.0 9910 0 9910 0 

g_junk 

RF 0.9999 1.0 0.9998 0.9999 5814 0 5813 1 

LR 0.9996 1.0 0.9993 0.9996 5814 0 5810 4 

SVM 0.9996 1.0 0.9993 0.9996 5814 0 5810 4 

g_scan 

RF 1.0 1.0 1.0 1.0 5970 0 5970 0 

LR 1.0 1.0 1.0 1.0 5970 0 5970 0 

SVM 1.0 1.0 1.0 1.0 5970 0 5970 0 

g_tcp 

RF 1.0 1.0 1.0 1.0 9910 0 9910 0 

LR 0.9998 0.9997 0.9998 0.9998 9908 2 9909 1 

SVM 0.9998 0.9997 0.9998 0.9998 9908 2 9909 1 

g_udp 

RF 1.0 1.0 1.0 1.0 9910 0 9910 0 

LR 0.9996 1.0 0.9993 0.9996 9910 0 9904 6 

SVM 0.9998 1.0 0.9996 0.9998 9910 0 9907 3 

Mirai 

m_ack 

RF 1.0 1.0 1.0 1.0 9910 0 9910 0 

LR 1.0 1.0 1.0 1.0 9910 0 9910 0 

SVM 1.0 1.0 1.0 1.0 9910 0 9910 0 

m_scan 

RF 1.0 1.0 1.0 1.0 9910 0 9910 0 

LR 0.9999 1.0 0.9998 0.9999 9910 0 9909 1 

SVM 0.9999 1.0 0.9998 0.9999 9910 0 9909 1 

m_syn 

RF 1.0 1.0 1.0 1.0 9910 0 9910 0 

LR 0.9999 0.9998 1.0 0.9999 9909 1 9910 0 

SVM 1.0 1.0 1.0 1.0 9910 0 9910 0 

m_udp 

RF 1.0 1.0 1.0 1.0 9910 0 9910 0 

LR 1.0 1.0 1.0 1.0 9910 0 9910 0 

SVM 1.0 1.0 1.0 1.0 9910 0 9910 0 

m_udp 
plain 

RF 1.0 1.0 1.0 1.0 9910 0 9910 0 

LR 1.0 1.0 1.0 1.0 9910 0 9910 0 

SVM 1.0 1.0 1.0 1.0 9910 0 9910 0 
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Figure 3. Damini_Doorbell Dataset Accuracy 
The comparison of all the chosen algorithms' accuracy against all kinds of attacks is displayed in Figure 

3. Overall accuracy ranges from 99 to 100%, with RF accuracy ranking highest and LR accuracy ranking 
lowest.  
4.2. Provision_PT_737E_Security_Camera Dataset Results 

Table 3. Provision_PT_737E_Security_Camera Dataset Results 

Botnet Attack Algorithm Accuracy Precision Recall F1 Score TP FP TN FN 

Bashlite 

g_combo 
 
 

LR 0.9999 1.0 0.9998 0.9999 12276 0 12274 2 

RF 0.9999 1.0 0.9998 0.9999 12276 0 12274 2 

SVM 0.9999 1.0 0.9998 0.9999 12276 0 12274 2 

g_junk 

LR 0.9996 1.0 0.9993 0.9996 6180 0 6176 4 

RF 0.9999 1.0 0.9998 0.9999 6180 0 6179 1 

SVM 0.9995 0.9998 0.9993 0.9995 0.9999 1 6176 4 

g_scan 

LR 0.9999 1.0 0.9998 0.9999 5859 0 5859 1 

RF 1.0 1.0 1.0 1.0 5859 0 5860 0 

SVM 0.9999 1.0 0.9998 0.9999 5859 0 5859 1 

g_tcp 

LR 0.9993 0.9988 0.9999 0.9993 12417 14 12430 1 

RF 1.0 1.0 1.0 1.0 12431 0 12431 0 

SVM 0.9998 0.9998 0.9999 0.9998 12429 2 12430 1 

g_udp 

LR 0.9992 0.9984 1.0 0.9992 12412 19 12431 0 

RF 0.9999 1.0 0.9999 0.9999 12430 1 12431 0 

SVM 0.9995 1.0 0.9991 0.9995 12420 11 12431 0 

Mirai m_ack 

LR 0.9999 1.0 0.9998 0.9999 12109 0 12109 2 

RF 1.0 1.0 1.0 1.0 12112 0 12111 0 

SVM 0.9999 1.0 0.9998 0.9999 12111 0 12109 2 
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Figure 4. Provision_PT_737E_Security_Camera Dataset Accuracy 
 
5. Conclusion and Future Directions 

In this research, we aimed to achieve two objectives, namely dimensionality reduction of the N-BaIoT 
dataset for quick yet efficient malicious traffic identification and evaluating performance of various ML 
algorithms for malicious traffic using selected features from multiple IoT device-to-device 
communications.  

The N-BaIoT dataset included normal traffic data as well as network traffic from two different IoT 
devices that were infected with the ten attack types of Bashlite and Mirai. We used Random Forest, Support 
Vector Machine, and Logistic Regression techniques to perform binary classification after reducing the 
dataset's feature set from 115 to 10. Our results showed that the selected subset of features achieved above 
99% accuracy in detecting botnet traffic. 

 
 
 
 
 
 
 
 

m_scan 

LR 0.9998 1.0 0.9997 0.9998 12431 0 12428 3 

RF 0.9998 1.0 0.9997 0.9998 12431 0 12428 3 

SVM 0.9998 1.0 0.9997 0.9998 12431 0 12428 3 

m_syn 

LR 0.9998 1.0 0.9996 0.9998 12431 0 12427 4 

RF 0.9999 1.0 0.9999 0.9999 12431 0 12430 1 

SVM 0.9998 1.0 0.9996 0.9998 12431 0 12427 4 

m_udp 

LR 0.9998 1.0 0.9997 0.9998 12431 0 12428 3 

RF 0.9998 1.0 0.9997 0.9998 12431 0 12428 3 

SVM 0.9998 1.0 0.9997 0.9998 12431 0 12428 3 

m_udp 
plain 

LR 0.9999 1.0 0.9999 0.9999 11336 0 11336 1 

RF 1.0 1.0 1.0 1.0 11336 0 11337 0 

SVM 0.9999 1.0 0.9999 0.9999 11336 0 11336 1 
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