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Abstract: This research explores the application of unsupervised learning techniques to categorize 
and understand the lyrical content of CokeStudio songs. In a world where music transcends cultural 
boundaries, this study delves into the rich linguistic tapestry of lyrics, unraveling emotions, themes, 
and cultural nuances. We begin by employing Natural Language Processing (NLP) and analysis 
techniques to uncover the emotional underpinnings of these lyrical compositions. This emotional 
layering becomes the foundation for the subsequent clustering process. Multiple unsupervised 
learning algorithms, including K-Means, Hierarchical Clustering, and DBSCAN, are employed to 
categorize songs into thematic clusters. The quality of these clusters is assessed using the silhouette 
score, with the optimal number of clusters determined as 5, achieving a score of 0.41641. 
Furthermore, we develop a robust classification model utilizing machine learning algorithms such 
as Logistic Regression, Decision Trees, Random Forest, Gradient Boosting, and Multinomial Naive 
Bayes for evaluation of our clustering. This model assigns CokeStudio songs to thematic clusters 
based on the results of topic modeling, enhancing our understanding of the cultural and emotional 
dimensions of these compositions. Logistic Regression, with SMOTE applied to NMF values, 
emerges as the best-performing model, achieving an impressive testing score of 89.47%. The 
research findings not only illuminate the intricate emotions and narratives woven into CokeStudio 
songs but also emphasize the practical application of machine learning in music analysis. By 
identifying and classifying thematic clusters within song lyrics, this study enriches our 
comprehension of cultural expressions through music and opens avenues for personalized music 
recommendations. 
 
Keywords: Clustering; Lyrics Analysis; Cultural Exploration; Unsupervised Learning; Text 
Classification; Processing; Music, Natural Language; CokeStudio. 

 
1. Introduction 

This Music, a universal language, transcends geographical, linguistic, and cultural boundaries. It has 
the power to evoke emotions, tell stories, and reflect the rich tapestry of human experiences. Within the 
realm of music, CokeStudio stands as an epitome of artistic collaboration and cultural fusion, bringing 
together diverse musical traditions from South Asia. CokeStudio, an enduring platform that bridges the 
gap between traditional and contemporary sounds by fusing musical cultures and genres, is one of the 
astonishing creations of this modern music scene. According to Abid et al. [1], CokeStudio has significantly 
transformed and revitalised the Pakistani music scene while providing a vital platform for well-known 
artists. 
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This research embarks on a journey into the heart of CokeStudio's melodies, seeking to uncover the 
hidden treasures within its lyrical compositions. As music enthusiasts, researchers, and data scientists, we 
are drawn to explore the profound emotions, themes, and cultural nuances embedded in these songs' 
lyrics. Text mining and text categorization were utilised by Yang and Lee [2] to determine the sentiment of 
music. In a world increasingly defined by data-driven insights, the fusion of music and data science 
presents an exciting opportunity. 

The primary aim of this study is to leverage state-of-the-art Natural Language Processing (NLP) 
techniques and unsupervised learning algorithms for the analysis and categorization of CokeStudio songs 
based on their textual content. By doing so, we intend to achieve several key objectives: 
• Thematic Exploration: We endeavor to unveil the underlying themes and emotions woven into the 

lyrical fabric of CokeStudio songs. Each song is a narrative in itself, expressing sentiments, stories, and 
cultural intricacies. 

• Clustering and Classification: Through advanced clustering algorithms, we aim to group songs into 
thematic clusters, allowing us to discern patterns and commonalities in the lyrical content. 
Furthermore, we have develop a robust classification model that categorizes songs into these clusters, 
enhancing our understanding of the cultural and emotional dimensions of these compositions. 

• Practical Application: Beyond the realm of music analysis, this research holds the potential for practical 
applications such as personalized music recommendations, enhancing user experiences in music 
streaming platforms. 
The journey we embark upon is a testament to the evolving synergy between art and technology. It is 

an exploration of the hidden layers beneath the surface of music, where data-driven insights harmonize 
with artistic expression. As we delve into the melodies and lyrics of CokeStudio, we aim to not only enrich 
our understanding of music but also to contribute to the broader fields of Natural Language Processing 
and machine learning. 

In this pursuit, we combine the soulful rhythms of CokeStudio with the precision of data science, 
ushering in a new era of music analysis and appreciation. The flow of the work done as show in the below 
figure 1. 

 

 
Figure 1. Flow of work done 

 
2. Literature Review  

Music is an expressive medium that cuts beyond linguistic, cultural, and geographical barriers. 
Applying unsupervised machine learning clustering algorithms to analyze and comprehend many 
elements of music, such as genre categorization, emotion detection, and theme grouping of song lyrics, has 
gained popularity in recent years. Without the need for labelled training data, unsupervised machine 
learning approaches seek to identify patterns and structures within huge datasets. The application of 
unsupervised machine learning clustering for music analysis, particularly in relation to song lyrics, is the 
main topic of this overview of the literature [4] [34]. 

Studies like those by De Masi [3] and Ali & Siddiqui [4] show how useful methods like Support Vector 
Machine classifiers and tf-idf features are for reaching high accuracy in genre categorization. Bergelid [5] 
tackles the problem of genre classification for explicit music material and discovers that SVM with TF-IDF 
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vectorization works better than alternative setups. In their study on the toxicity classification of song lyrics, 
Siddique et al. [6] discovered that Random Forest was incredibly successful. 

Emotion detection from song lyrics is explored by Agrawal and An [7], Malheiro [8], and Nandwani 
and Verma [9], each proposing different methods like context-based approaches and sentiment analysis. 
Thematic grouping of songs based on lyrics is addressed by Rarasati [10], who achieved high accuracy in 
classifying themes like love and friendship using K-Means clustering[29]. 

Unsupervised machine learning clustering has shown promise in a number of music analysis 
applications, most notably in the field of song lyrics. The experiments discussed here demonstrate its uses 
in mood prediction, theme grouping, emotion detection, and genre categorization. These works show how 
machine learning methods may be used to comprehend the intricate and varied realm of music. More 
studies in this area are probably going to provide more profound understandings of the complicated 
connections between language, music, and human emotion as technology develops and more sophisticated 
datasets become accessible [26] [27]. 
 
3. Experimental work and its Evaluations 

The experimental work and its evaluations are employed in this research paper is designed to 
rigorously analyze CokeStudio songs based on their lyrical content, utilizing a combination of natural 
language processing (NLP) techniques, topic modelling, and machine learning algorithms for clustering 
and classification. This section outlines the steps and procedures followed are discuss below: 
3.1. Pre-processing and Data Collection 

This section outlines the procedure for gathering and getting ready the data for analysis. The primary 
goals are to compile a complete dataset of CokeStudio songs and their lyrics and then do the necessary 
preprocessing on the data to make sure it is ready for further analysis. 

Obtaining an extensive collection of CokeStudio song lyrics from several sources, including official 
websites and music streaming platforms, is the first stage in the process. The dataset, spanning from season 
7 to season 14 and including songs from different cultures explored in season 2018, comprises 
approximately 282 songs. Only song transcripts or translations are included due to the songs being sung 
in multiple languages. Data preprocessing focuses mainly on the text/lyric column to standardize the text 
and remove noise and inconsistencies. 

Key steps in pre-processing include: 
• Text Tokenization: Splitting the text into individual words or tokens for further analysis. 
• Stop-word Removal: To cut down on noise, remove frequently used terms that don't have much sense.  
• Text Lowercasing: To guarantee consistency in analysis, every text should be converted to lowercase.  
• Special Character Handling: Keeping some characters, such as hyphens and apostrophes, but 

removing punctuation and special characters that don't add anything to the analysis. 
• Lemmatization/Stemming: To improve analysis, words might be truncated to their stem (stemming) 

or reduced to their base form (lemmatization). 
• Handling Non-English and Regional Words: Considering only English translations of songs for 

uniform analysis, as Coke Studio songs often include non-English and regional terms. 
• The collected dataset as shown below in the Figure 2. 

 

 
Figure 2. Collected dataset 
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4. Data Exploration  
Following the completion of the data preparation, we conducted rudimentary exploratory analysis to 

obtain a deeper understanding of the dataset. This involves producing data such as the average amount of 
lyrics (around 209), the highest and minimum word counts per song (620 and 52, respectively), and the 
total number of songs (281). In Figure 3(a) and (b), the song distribution and any possible problems with 
the quality of the data are discussed, and some of the states are displayed. 

 
(a)                    (b) 

Figure 3. (a) and (b) show Distribution of Cleaned Lyrics length and Distribution of Token counts 
 

5. Text Representation and Feature Extraction 
This section focuses on converting pre-processed song lyrics into numerical representations for 

analysis and clustering purposes. While various techniques exist, including traditional bag-of-words 
models and advanced methods like word embedding’s and topic modelling, the chosen method for 
vectorization is Term Frequency-Inverse Document Frequency (TF-IDF). TF-IDF measures a word's 
importance in a song's lyrics relative to its occurrence across the entire dataset, highlighting distinctive 
words while balancing the impact of common ones. This approach captures semantic and contextual 
information, facilitating the identification of underlying themes and patterns in the lyrics. By utilizing TF-
IDF, the lyrics are transformed into a numerical matrix, allowing for meaningful analysis and clustering 
while preserving the significance of words within each song and their importance across the entire corpus. 
5.1. Topic Modelling  

Finding underlying subject structures and trends in a vast collection of texts, like the lyrics of 
CokeStudio songs, may be accomplished with the use of a strong approach called topic modelling. 
Automatically identifying topics—groups of words that regularly co-occur in the text and indicate certain 
themes, thoughts, or ideas—is the main objective of topic modelling. These subjects shed light on the 
meanings, feelings, and stories that are conveyed via the lyrics of the songs. 

We examine the vital steps involved in text representation and theme modelling as they relate to the 
lyrics analysis of CokeStudio songs. The three models, namely Non-Negative Matrix Factorization (NMF), 
Latent Semantic Analysis (LSA), and Latent Dirichlet Allocation (LDA), will be examined and their efficacy 
in identifying significant theme subjects from the poetic text will be assessed. We may give the subjects 
meaningful titles or themes by looking at the most frequent terms and their probabilities within each topic. 
For instance, a topic may be tagged as "Romantic Love" if it includes terms like "love," "heart," and 
"romance," etc. We employ three different topic extraction methods in our CokeStudio song lyrics analysis: 
Latent Semantic Analysis (LSA), Latent Dirichlet Allocation (LDA), and Non-Negative Matrix 
Factorization (NMF).  
5.1.1. Non-Negative Matrix Factorization (NMF) 

NMF, as described by Lee and Seung [11], decomposes the TF-IDF matrix into interpretable topics 
and word distributions while enforcing non-negativity constraints. This method ensures that all matrix 
values remain non-negative, enhancing topic interpretability. In our analysis NMF topic models generated 
the top words for the CokeStudio songs as shown in figure 4 in word count for each topic. 
5.1.2. Latent Semantic Analysis (LSA) 

Deerwester et al. [12] created LSA, which employs singular value decomposition (SVD) to capture 
latent semantic associations between words and texts. A dimensionality reduction method called Latent 
Semantic Analysis (LSA) reveals latent theme elements in the lyrics of Coke Studio songs. Figure 5 displays 
the topics produced by LSA for each subject in the word count visualization. 
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Figure 4. Words count for each topic generated by NMF topic model 

 
Figure 5. Word count visualization for each topic generated by LSA topic model 

5.1.3. Latent Dirichlet Allocation (LDA) 
The probabilistic generative model called LDA was presented by Blei et al. [13]. It works on the 

assumption that each text is a combination of themes, and that each topic is a distribution over words. LDA 
can capture the complex character of lyrical ideas since it generates topics in a flexible manner by seeing 
words as probabilistic entities. 
5.1.4. Model Evaluation and Selection  

The process of model evaluation and selection in our analysis of CokeStudio song lyrics involves 
assessing the coherence scores of topic modeling techniques like NMF, LSA, and LDA. Coherence scores 
indicate the quality and interpretability of topics generated by these models, helping us choose the most 
effective one. 

Based on coherence scores Foltz,P W., et al. [14], NMF appears to perform the best, particularly with 
six topics, achieving a coherence score of 0.4090 as shown in Table 1. However, further exploration and 
visualization of topics are shown in figure 6. 

Upon deeper analysis, NMF reveals six coherent topics, each represented by a collection of top words. 
These topics are labeled based on their overarching themes, such as Existence, Yearning, Devotion, 
Longing, Friendship, and Celebration as shown in figure 7. Assigning labels to topics facilitates song 
classification and clustering, enabling a structured analysis of CokeStudio song lyrics. 

This approach provides insights into the diverse themes and patterns present in the songs, enhancing 
our understanding of the lyrical content. 
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Figure 6. NMF, LSA and LDA Topic Models and Coherence score 

Table 1. NMF, LSA, and LDA models Coherence Score 
Topic No. NMF Coherence Score LSA Coherence Score LDA Coherence Score 

2 0.2954 0.2450 0.3081 
3 0.3958 0.3114 0.3314 
4 0.3730 0.3661 0.3282 
5 0.3588 0.3895 0.3437 
6 0.4092 0.3078 0.3552 
7 0.3932 0.3521 0.3721 
8 0.3407 0.3437 0.3309 

Range (0.2954 to 0.4090) (0.2450 to 0.3895) (0.3081 to 0.3721) 
Highest Coherence 

Score 
0.4090 0.3895 0.3721 

 
 

 
Figure7. Collection of words created by NMF model 

 
5.2. Dimensionality Reduction  

Computationally demanding high-dimensional representations may result in the "curse of 
dimensionality." Principal Component Analysis (PCA) and t-distributed Stochastic Neighbour Embedding 
(t-SNE) are two methods that can help with analysis and visualisation by reducing the dimensions while 
maintaining the most crucial information.t-SNE (t-Distributed Stochastic Neighbour Embedding): The 
dimensionality reduction method known as t-SNE was employed in our study to visualise high-
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dimensional data derived from the lyrics of CokeStudio songs, with topics being determined using Non-
Negative Matrix Factorizations (NMF). Because of its emphasis on maintaining the connections between 
data pieces, it may be used to identify patterns and clusters within the music. The labelled t-SNE method 
visualisation is shown in Figure 7. 

 

 
Figure 8. t-distributed stochastic neighbour embedding (t-SNE) of NMF values 

 
6. Principal Component Analysis (PCA) 

Using PCA, a dimensionality reduction technique, we were able to minimise the complexity of the 
CokeStudio song data while maintaining a high degree of variation in our analysis. It facilitates the 
discovery of underlying themes and content structures by enabling us to spot dominant patterns and 
elements in the lyrics. The PCA method's labelled visualisation is seen in Figure 8.  

 
Figure 9. Principal Component Analysis (PCA) of LSA values 

6.1. Songs per topic 
The distribution of CokeStudio songs across several subjects produced by topic modelling Latent 

Dirichlet Allocation (LSA) is displayed in Figure 9(a) together with the Songs per topic visualisation (e.g., 
Diversity, Longing, Celebration, etc.). Additionally, the songs are visualised by topic using the Non-
Negative Matrix Factorizations (NMF) topic model, as seen in Figure 9(b). It gives us a glimpse of the songs' 
thematic groupings and the variety of subjects found in the CokeStudio repertory. 
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As we can observe from Figure 9(a) and Figure 9(b) of our CokeStudio song lyrics dataset, the topics 
Devotion and Yearning have more songs created by the LSA topics model while Longing and Yearning 
have more songs generated by the NMF topic model, respectively. 
 
7. CokeStudio Songs and Clustering 

The goal of the machine learning approach known as clustering is to classify or cluster data items 
according to their intrinsic similarities. Our research aims to identify latent themes, patterns, or similarities 
between CokeStudio songs by clustering those together [35]. This aids in our comprehension of the many 
of subjects and genres found in the CokeStudio repertory. In order to cluster the CokeStudio Songs, we 
used clustering algorithms including K-Means, Agglomerative Clustering, and DBSCAN in our research. 
The descriptions of each clustering technique are provided below. 

 

     
(a)                        (b) 

Figure10. (a) and (b) show Number of songs per topic generated by NMF and LSA topic models 
7.1. Optimal Number of Clusters Selection 

Two different types of methods are used to choose the optimal number of clusters for the dataset we 
wish to locate clusters for. We'll investigate each one of them. 

Silhouette Score: When choosing the ideal number of clusters for our study of CokeStudio songs based 
on lyrics/text, the silhouette score is a useful statistic. By comparing the similarity of data points inside a 
cluster to those of other clusters, it aids in the evaluation of the clustering's quality. An explanation of the 
silhouette score and its implications for our analysis is provided below: The cohesion and spacing between 
clusters are measured by the silhouette score. It falls between -1 and 1: There is a well-defined and adequate 
number of clusters when the score is near to 1, which indicates that the data points within a cluster are 
substantially similar to each other and distinct to those in other clusters. When data points on the border 
between clusters are unclearly allocated to one or the other, it is suggested that the clusters overlap (scores 
around 0). The data points are either improperly grouped or the number of clusters selected is unsuitable, 
as indicated by a score near to -1. 

Results: Table 3 and Figure 10 demonstrate that, for n_clusters = 5, we have gotten the maximum 
silhouette score of almost 0.4164. This indicates that, among the cluster numbers that were examined, five 
clusters are the most suitable for categorising the CokeStudio songs according to their lyrics. 

We must choose five clusters based on the silhouette score of 0.4164, which offers the optimal 
compromise between similarity within clusters and dissimilarity across clusters. 

Table 2. Number of cluster and Silhouette Score 
Number of Cluster Silhouette Score 

N_clusters = 2 0.3625 
N_clusters = 3 0.3986 
N_clusters = 4 0.3994 
N_clusters = 5 0.4164 
N_clusters = 6 0.3866 
N_clusters = 7 0.3893 
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N_clusters = 8 0.3924 
N_clusters = 9 0.3605 

 

 
Figure 11. Clusters and Score of Silhouette 

7.2. Elbow Method 
To determine the ideal number of clusters given a dataset, the Elbow Method is a heuristic technique 

used in clustering research. Its foundation is the idea that as the number of clusters increases, the variation 
within each cluster diminishes, resulting in tighter, more cohesive clusters. There is a limit to how many 
clusters may be added before the variance is no longer appreciably reduced, leading to diminishing 
returns. Our dataset of CokeStudio songs was subjected to the Elbow Method, which determined the 
variance explained by various numbers of clusters.  

 
Figure 12. Selection of clusters 

However, the elbow of the curve created on 5 indicates that 5 is the ideal number for clustering the 
lyrics dataset for our CokeStudio song, as Figure 11 illustrates. 
7.3. K-means Clustering 

K-means clustering is based on centroid clustering. The dataset is divided into K clusters by this 
method, and each cluster is represented by its centroid, or centre point. Based on the lyrical content, we 
have grouped CokeStudio tracks into K clusters using K-means. K-means finds the cluster centroids that 
most accurately capture each group's key themes by taking into account the TF-IDF representations of song 
lyrics. Every K-means cluster consists of a collection of songs with similar lyrical topics. This might aid in 
comprehending the many CokeStudio song classifications. Figure 12 depicts the depiction of the clusters 
to acquire insights into how CokeStudio songs are spread across different lyrical themes or genres. 
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Figure 13. Clusters formation using K-mean Algorithm 

7.4. Agglomerative Clustering 
One type of hierarchical clustering method is agglomerative clustering. A hierarchy of clusters is 

created by iteratively combining individual data points at the beginning to form clusters. Clusters' 
hierarchical structure enables you to investigate several lyrical similarity levels, from overarching themes 
to more specific sub-themes. We created a hierarchical representation of CokeStudio tracks using a 
technique called agglomerative clustering. It facilitates our comprehension of the connections between 
songs at various granularities. To obtain an understanding of the distribution of CokeStudio songs across 
various lyrical topics or genres, we have visualised the clusters in Figure 13. 

 
Figure 14. Clusters formation using Agglomerative Algorithm 

7.5. DBSCAN 
Since DBSCAN is a density-based clustering method, it can distinguish between areas with high and 

low data densities and clusters nearby data points in the feature space. Zhang, M. DBSCAN is appropriate 
for datasets where the number of clusters is unknown in advance since, unlike K-means, it does not need 
you to define the number of clusters beforehand. In order to find groupings of songs with related lyrical 
themes or substance, we used the DBSCAN clustering technique to cluster CokeStudio tracks based on 
their lyrics or text. The CokeStudio Songs Clustering and Visualisation may be achieved using DBSCAN 
in the following ways, as seen in Figure 14: 
• No Preset Number of Clusters: DBSCAN's capacity to identify clusters without specifying the number 

of clusters ahead of time is useful because we do not know in advance how many unique lyrical themes 
or song categories are present in the CokeStudio dataset. 

• Managing Noise: DBSCAN is able to recognise and classify songs as noise points that have odd or loud 
lyrics. This aids in removing tracks that don't belong in any cluster.  
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• Density-Based Clusters: DBSCAN works effectively for locating groups of songs that differ in size and 
form. It can identify both sparse and densely packed clusters, which may indicate various lyrical 
patterns in songs produced using CokeStudio.  

• Interpretable Results: We are able to examine and comprehend the variety of songs in the dataset by 
interpreting the clusters produced by DBSCAN in terms of lyrical topics.  

 
Figure 15. Clusters formation using DBSCAN  

Following the use of DBSCAN, the algorithm begins by selecting a random data point and growing 
the cluster by appending all accessible core points to it (as seen in Figure 4.23, we have added a circle to 
each point). Until no more core points can be added to the cluster, this procedure keeps on. The programme 
then chooses a different, unseen data point and goes through the same steps again, adding new clusters or 
labelling noise points along the way. DBSCAN makes sure that our clusters can adjust to the density of 
lyrical content in the data and are not just based on a fixed number (as in K-means). Ten clusters are 
estimated using DBSCAN for our CokeStudio music dataset. 
7.6. K-Means-determined Most Common Word for Each Cluster 

In order to identify unique themes within the songs, we have finished applying K-Means clustering on 
the CokeStudio song lyrics dataset. Following the application of K-Means clustering with five clusters, we 
examined the resulting clusters and determined which terms were most often found inside each cluster. 
An overview of the most often used terms in each cluster is provided below:  
7.6.1. Universal Existence, Cluster 1 

As seen in Figure 15(a), this cluster incorporates the universal concepts of existence and life. It 
investigates the intricacies of our reality and the beauty inherent in the ordinary. The terms "life," "world," 
"even," and "everything" convey an awareness of the complexity of the environment and a range of 
experiences.  
7.6.2. Cluster 2: Love and desire 

Cluster 2 explores the depths of love and desire (Figure 15(b)). There are several emotional terms in 
this cluster, including "beloved," "heart," and "yearning." These words probably convey intense emotions 
and a yearning for someone or something unique.  
7.6.3. Beauty and Dance Cluster 3 

Beauty and festivity are radiated from this cluster. Words like "beautiful," "dance," "colour," and 
"darling" describe it. It stands for the good times in life and the appreciation of beauty in all its 
manifestations. Moreover, figure 16 (a) illustrates. 
7.6.4. Cluster 4: Hope and Longing:  

As seen in figure 16(b), Cluster 4 is dominated by hope and longing. It depicts the feelings of becoming, 
waiting, and longing. Words that convey anticipation and a want for a better future include "heart," 
"waiting," and "hope." 
7.6.5. Cluster 5: Spirituality and Devotion 

As seen in Figure 17, Cluster 5 has a spiritual and devotional element. Words like "god," "master," "ali," 
and "lord" are among them. The lyrics in this cluster may allude to a strong spiritual feeling and a close 
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relationship with the divine. The fundamental feelings and ideas that the CokeStudio songs within each 
cluster are trying to portray are made clearer to us by these theme interpretations. 

     
(a)                           (b) 

Figure 16. (a) and (b) Show Most Common Words of Cluster 1st and 2nd using k-mean 

 
(a)                            (b) 

Figure17. (a) and (b) Shows Most Common Words in Cluster 3 and 4 of k-mean 

 
Figure 18. Most Common Words of Cluster 5 using k-mean 

They make it simpler to examine the creative and emotional depth of the songs in our CokeStudio 
Songs collection by offering an organised method for classifying and analysing the lyrics based on the 
recurrent themes. 
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8. Classification of CokeStudio Songs 
Assigning data points to predetermined groups or classes is the goal of the supervised machine 

learning job of classification. In this case, we investigated a number of classification models employing 
topic labels produced by NMF (Non-Negative Matrix Factoriza-tion) and LSA (Latent Semantic Analysis) 
models to group CokeStudio songs according to their lyrical content. A number of algorithms were 
examined, and their efficacy in our clusters was assessed based on training and testing scores. These 
algorithms included Logistic Regression, Decision Tree, Random Forest, Gradient Boosting, and 
Multinomial Naive Bayes. 

Logistic Regression, for instance, showed strong performance with high training and testing scores 
for both NMF and LSA features, making it a reliable choice for classifying song topics. Decision Trees, 
while achieving perfect training scores, had lower testing accuracy, especially with NMF-labeled data. 
Random Forest, an ensemble method, also performed well but had a noticeable drop in testing accuracy. 
Gradient Boosting, known for its high predictive accuracy, demonstrated significant effectiveness, 
particularly with NMF values, achieving the highest testing scores among the models. Lastly, Multinomial 
Naive Bayes, a probabilistic classifier, effectively modeled the probability distribution of words, aiding in 
thematic classification of songs. Each model's performance highlights the varying strengths and suitability 
for thematic classification tasks in textual data analysis. 

Let's review the models we evaluated and then decide which seems to be the best based on the ratings 
that were given, which are displayed in Table 4. 

 
Table 3. NMF and LSA Testing and Training Score 

Classification 
 Algorithm 

For NMF Topic Model For LSA Topic Model 
Training Score Testing Score Training Score Testing Score 

Logistic Regression 0.9917 0.8948 0.9969 0.8421 
Decision Tree 1.0 0.5263 1.0 0.6842 
Random Forest 1.0 0.8421 0.838 0.473 
Gradient Boosting 0.3958 0.2105 0.80 0.6316 
Multinomial Classification 0.9792 0.7368 0.9748 0.6842 

8.1. Classification reports 
Table 5 of the classification report offers a thorough assessment of how well the Logistic Regression 

model performed in classifying CokeStudio tracks according to their lyrical content.  
 

Table 4. Logistic Regression Classification Report 
Classes Precision Recall F1-Score 

0 1.00 1.00 1.00 
1 0.80 1.00 0.89 
2 1.00 1.00 1.00 
3 1.00 1.00 1.00 
4 0.67 0.67 0.67 
5 1.00 0.67 0.80 

Accuracy   0.89 
Macro avg 0.92 0.89 0.89 

Weighted avg 0.91 0.89 0.89 
8.2. Confusion Matrix 

As seen in Figure 4.18, a confusion matrix aids in our evaluation of how effectively our model is able 
to discern between various CokeStudio song categories based on their lyrics. It's a useful tool for assessing 
how well our categorization strategy is working and pinpointing areas that need work.  
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Figure 19. LR Confusion Matrix 

 
9. Conclusions 

We used a variety of data analytic tools to perform a thorough examination of CokeStudio songs, 
concentrating on their lyrical content. This involved preprocessing the data, using feature engineering to 
convert unstructured text data from the lyrics, and using topic modelling techniques to identify six main 
themes in the songs. In the end, we used English transcripts for consistency while also looking at the length 
and intricacy of the lyrics as well as cultural and linguistic considerations. We also performed clustering 
and classification analysis. We grouped songs according to lyrical similarities using clustering methods 
such as K-Means, Agglomerative Clustering, and DBSCAN, which revealed different themes. 
Additionally, we employed supervised machine learning methods, including Multinomial Naive Bayes, 
Random Forest, Decision Trees, Gradient Boosting, and Logistic Regression with SMOTE applied to NMF 
data. The results showed that this method produced the best accuracy, at 89.5%. With possible applications 
in the future for content recommendation systems and more in-depth cultural study across CokeStudio's 
extensive music catalogue, this research is practically significant for automated classification and subject 
exploration. The approach may be modified to analyse music from different languages and cultural 
backgrounds. 
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