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________________________________________________________________________________________________________ 

Abstract: Since attacks on information resources are common and come from both domestic and 
foreign sources, it is critical to ensure their security, particularly that of the network infrastructure 
that provides internet access. The identification of anomalies in these networks is mostly dependent 
on anomaly detection systems, or IDSs. However, the algorithms that IDSs use and their ability to 
learn are largely responsible for their efficacy. Given the complexity of malicious activities, it's 
critical to use techniques that offer maximum effectiveness and superior performance. The aim of 
this work is to assess how well boosting algorithms—more especially, LightGBM and CatBoost—
identify fraudulent network traffic. The CICID2017 dataset was used in the study to apply 
LightGBM and CatBoost using Google Colab. Performance criteria including recall, accuracy, 
precision, and F1-score were employed to evaluate the classifiers. The analysis showed that 
CatBoost performed better than LightGBM models, with an astounding f1-score of 99.89%. On the 
other hand, with little data, the LightGBM model demonstrated reduced efficacy in detecting attack 
types. This study emphasizes how important it is to use efficient methods, like CatBoost, to boost 
anomaly detection systems' efficiency and strengthen information resource security against hostile 
activity on network infrastructures. 
 
Keywords: Comparative Analysis; Cyber Security; Network Traffic Scenarios; Imbalanced Class 
Distributions; CIC-IDS 2017. 

________________________________________________________________________________________________________ 
1. Introduction 

One of the sectors with the quickest growth is cybersecurity, driven by the necessity to develop new 
tools capable of detecting, preventing, and responding to various types of attacks. Analyzing time-related 
risks associated with network traffic is a fundamental aspect of developing these tools. However, the 
complexity of network traffic poses a significant challenge in providing accurate and effective solutions. 
Additionally, as information regarding existing attacks, vulnerabilities, and security measures improves, 
attacks become increasingly sophisticated. Thus, to safeguard crucial network infrastructures, methods 
like signature detection systems and anomaly detection systems must be used in conjunction with deep 
learning or machine learning-based algorithms. 

In the past few years, there has been a massive increase in the quantity of machine learning and deep 
learning applications. For example, Kanimozhi and Jacob [2] achieved a 99.97% accuracy in classifying bot 
attacks using an artificial intelligence-based IDS. Saranya et al. [3] in their study, provide a thorough 
performance analysis of machine learning methods used with IDSs. Preliminary investigations in the 
literature have used well-known datasets like Kyoto2006+, CAIDA-2007, NSL-KDD, DARPA, KDD-
Cup'99, and TU-DDoS to develop real-time IDSs. However, the CICIDS2017 dataset has recently gained 
considerable attention from academics due to its comprehensive coverage of contemporary network 
threats. In this study, we selected the CICIDS2017 dataset to apply boosting techniques, one of the primary 
goals of our research is to create a novel IDS.  

Research utilizing the CICIDS2017 dataset for network attack detection and classification has 
employed various machine learning algorithms. Sharafaldin et al. [5] found that the ID3 algorithm yielded 
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an F1 score of 0.98, which was the best performance. Similarly, Özekes and Karakoç [6] presented ways 
using random forests and decision trees with accuracy scores. Tama et al. [7] utilized Random Forest, 
Gradient Boosting Machine, and XGBoost algorithms, achieving 99.98% accuracy with a stacked ensemble 
approach. Abdulrahman and Ibrahem compared the performance of classifiers, with Random Forest and 
C5.0 outperforming others. Hosseini and Seilani sought to increase system precision while cutting down 
on training time. utilizing the NSL-KDD and CICIDS2017 datasets, they achieved over 99% accuracy with 
a runtime of 27.36 seconds utilizing the K-Nearest Neighbors, Random Forest, Decision Tree, and Logistic 
Regression methods. 
 
2. Ensemble Learning and Boosting Algorithms:  

Multiple training subsets are created by using Ensemble Learning (EL) techniques, which modify the 
distribution of training datasets. Several base classifiers are then developed to predict unknown data by 
voting on their outcomes. EL combines different classifiers using techniques such as voting, stacking, 
bagging, and boosting. Voting aggregates predictions from multiple regression models to produce a 
forecast, In contrast, stacking entails training many machine learning models as base learners, which are 
then combined to create a final prediction via a meta-classifier. Bagging, in contrast, involves combining 
multiple learners by modifying the training set for each one, thereby improving the overall accuracy of the 
model. Boosting algorithms, a sequential technique, aim to enhance learning by focusing on previous 
errors and learning from them. This approach attains high performance by iteratively presenting specific 
portions of the training data to the learning algorithm. Unlike bagging, where multiple learners adapt to 
diverse samples, boosting creates random samples from the training dataset first. A weak classifier is 
created for each sample and tested separately across the entire training dataset. If a sample is misclassified, 
its weight is increased, and a new sample is produced. The iterations persist until the system achieves high 
accuracy. Boosting generally exhibits a lower error rate compared to bagging. Moreover, boosting 
significantly improves classification rates in datasets where decision trees perform well in classification.  

In this study, LightGBM, and CatBoost techniques were employed. The boosting technique's 
effectiveness in identifying fraudulent network traffic was examined using the CICIDS2017 dataset. The 
dataset underwent recursive feature elimination (RFE) following normalization, which removed 25 
features and left 53. To evaluate the performance of the classifier, metrics like recall, accuracy, precision, 
and F1-score were used. The research revealed that although the CatBoost approach proved to be the most 
efficient, the LightGBM model showed less prowess in pinpointing uncommon attack types within the 
dataset, demonstrating the worst overall performance in contrast to other models. 

This is how the study's subsequent sections are organized: Section 2 provides an explanation of 
Ensemble Learning and boosting methods, expounding on the boosting strategies applied in the study. 
The steps involved in preparing the dataset, examined in Section 3, providing context by utilizing the 
CICIDS2017 dataset as an example. Section 4 discusses network intrusion classification using boosting 
techniques, including model assessment criteria, experimental results, findings, and model comparisons. 
Finally, Section 5 concludes the research. 

 

Figure 1. a)Bagging b)Boosting 
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2.1. Light GBM 
Compared to other boosting techniques, LightGBM is a machine-learning technology that produces 

faster and more accurate outcomes. Gradient boosting is used to solve regression, classification, and 
ranking problems. Two cutting-edge methods are offered by LightGBM to increase speed and efficiency: 
gradient-based one-side sampling (GOSS) and exclusive feature bundling (EFB). GOSS prioritizes data 
points with larger gradients, which speeds up the process of determining the optimal split point. Through 
the combination of mutually incompatible qualities, EFB minimizes the number of features while 
increasing algorithm performance. These improvements have made LightGBM 20 times quicker than 
traditional gradient-boosting decision trees, and as a result, it is becoming more and more popular in 
machine learning for tasks like regression and classification. Figure 2 displays a visualization of the light 
GBM model. 

 
Figure 2. Basic Structure of LightGBM model 

2.2. Catboost: 
One component of CatBoost, an open-source machine learning tool used for classification, regression, 

and ranking, is gradient boosting. Dorogush et al. created CatBoost to address the challenge of managing 
categorical features during data preparation. It makes use of encoding techniques to convert categorical 
qualities into numerical ones. Datasets with both numerical and category information can be handled by 
CatBoost with ease. CatBoost employs a technique that lessens overfitting to handle categorical variables. 
This strategy involves randomly permuting or shuffling features. For each example, CatBoost calculates 
the average label value for examples in the shuffled list that have the same category value as the provided 
example and are positioned before it. Every case is substituted with the computed average label value 
during model training. CatBoost employs a collective strategy, wherein permutation is performed again 
on the dataset when generating a new decision tree, and the procedure for figuring out a category 
example's numerical value is repeated. Additionally, CatBoost employs a useful technique for 
transforming categorical characteristics into numerical ones by calculating the number of occurrences in 
the dataset and replacing the count values with the training examples. CatBoost also presents feature 
combination, which is the process of combining features from the dataset to create more potent features. 
To manage computation overhead, CatBoost combines features in a greedy manner, Steer clear of pairings 
that lead to the tree's initial split. CatBoost mixes every possible combination of category features in the 
current tree with every category feature in the dataset for splits that come after. Another improvement in 
CatBoost is its approach to fighting gradient bias. Unlike XGBoost and LightGBM, CatBoost builds the tree 
structure using a modified version of gradient-based decision trees and sets the leaf values of the 
constructed tree using conventional gradient-boosting decision trees. According to Dorogush et al., Due to 
these characteristics, CatBoost performs more accurately and quickly computationally than other cutting-
edge libraries like XGBoost and LightGBM. 
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3. Dataset and Preprocessing 
3.1. Dataset  

The Canadian Cyber Security Institute assisted in creating the CICIDS2017 dataset, diverges from 
preceding datasets utilized in literature across various significant facets. In contrast to previous datasets, 
the victim network in CICIDS2017 encompasses all fundamental infrastructure elements, including 
routers, firewalls, switches, as well as several Macintosh, Linux, and Windows operating system versions. 

. 
Figure 3. Basic Structure of CatBoost model. 

The assault network is made up of a router, a switch, and four computers running Windows 8.1 and 
Kali. Figure 4 provides an overview of the varieties of cyberattacks occurring daily in the CICIDS2017 
dataset [36]. 

 

 
 
 
 
 
 
 
 

 
Figure 4. Daily Label Data Set 

Figure 5 illustrates the distribution of attack types documented in the CICID2017 dataset, along with 
their corresponding percentages relative to the entire dataset. Two, 273,097 records, or 80% of the entire 
data, are benign (BENIGN) packet data [37] [38]. 
3.2. Data Preprocessing 

The feature selection, normalization, and data preprocessing methods are described in this section. 
That carried out on the CICIDS2017 dataset prior to employing boosting algorithms for classification. 
Initially, missing, erroneous, and corrupt data within the dataset were identified, resulting in the extraction 
of a total of 1358 data points. Subsequently. The attack class data were encoded using the Label Encoding 
technique, resulting in values within the range of 0 to 14. Standardizing and normalizing the dataset is 
essential to optimize model accuracy for machine learning algorithms. Effective distribution and 
organization of data significantly improve the performance of machine learning algorithms hence, the 
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refined and rectified data underwent Z-Score Scaling. Following normalization, feature selection was 
applied to the CICIDS2017 dataset [39] [40]. In this study, the Recursive Feature Elimination (RFE) method 
was utilized to choose features, entailing the elimination of non-contributing features to gradually 
delineate distinct classes from all available features. 

 
Figure 5. CICIDS2017 dataset assault class and BENIGN distribution 

Feature importance is assessed by employing a classification algorithm on the features, and iteratively 
eliminating those with lesser discriminatory power until only those with the highest discriminatory power 
remain. For this study, a threshold importance value of 0.005 was selected, determined through the 
assessment of the employed algorithms and their respective performance metrics. Consequently, twenty-
five characteristics whose significance values fell below this cutoff were eliminated from the dataset, 
leaving a total of 53 features.  
Figure 6 depicts the significance values of attributes within the CICIDS2017 dataset. Notably, attributes 
Certain properties, such as the destination port and packet length, are considered crucial for detecting 
assaults. 

 
Figure 6. The CICIDS 2017 dataset's feature importance using the RFE approach. 

 
4. Classification with Boosting Algorithm 
4.1. Modeling Datasets for Boosting Algorithms and Assessment Measures 

The Jupyter Notebook virtual server and the Python programming language were used in the Colab 
platform analysis. The CICIDS2017 dataset was divided into two halves in order to apply machine learning 



Journal of Computing & Biomedical Informatics                                           Volume 07  Issue 01                                                                                         

ID : 499-0701/2024  

techniques: 70% was put aside for training, and 30% was set aside for testing. During the construction of 
the training and test datasets, data were randomly selected from the dataset, ensuring homogenous 
acquisitions based on attack types. Proportional additions from attack categories and regular traffic data 
were made to both the training and test datasets. For example, 30% of the sluggish loris packages were 
assigned to the test set and 70% to the training set; similar allocations were made for other kinds of attacks. 
Additionally, the accuracy of the study was improved by using cross-validation with k-fold 10. 

In the study, fundamental parameters including Both models, Catboost and LightGBM used a 
maximum depth of 50, a learning rate of 0.1, and n_estimators of 100. Following the training procedure, 
Metrics like accuracy, precision, recall, and f1-score were used to assess the boosting algorithms' 
performance. 

Accuracy, as defined by Equation (1), represents Accuracy is represented by dividing the total number 
of observations by the proportion of outcomes that are genuine positives (TP) to true negatives (TN). 
Precision, conversely, is the ratio of observations correctly identified as positive (TP) to all observations 
classified as positive, as outlined in Equation (2). The proportion of observations with a genuine positive 
value (TP) to those that were mistakenly classified as negative (False Negative - FN) is known as 
recall/sensitivity, divided by the sum of observations with a true positive value and those incorrectly 
classified as negative. This is expressed in Equation (3). The f1-score, which is the precision and recall 
values' harmonic average is defined by Equation (4). The model's performance is shown by the f1-score 
value, which ranges from 0 to 1. A value closer to 1 denotes better performance.  
Accuracy= (TP+TN)/ (TP+TN+FP+FN)          (1) 
Sensitivity=TP/ (TP+FN)             (2) 
Precision=TP/ (TP+FP)             (3) 
F1-Score=2TP/ (2TP+FP+FN)            (4) 
4.2. Experimental Results and Discussion 

The overall average values of performance metrics for the models used in the CICID2017 dataset's 
detection and classification of network threats are shown in Table 2. The accuracy, precision and F1-score 
of the CatBoost model were highest, at 0.9989, 0.9942, and 0.8945, respectively. 

Table 1. Evaluation metrics comparison.            
Model Accuracy Percision Recall F1-Score 

LightGBM 0.9773 0.4653 0.5126 0.4817 
CatBoost 0.9989 0.9942 0.8745 0.8937 

The confusion matrices depicted in Figure 5(a)-(b) illustrate the accuracy of class predictions and 
identify misclassified classes. In both models, certain data belonging to the attack categories labeled as 
'Bot,' 'Infiltration,' and 'Web Attack,' for instance, are misclassified. Regarding the 'Infiltration' attack, the 
LightGBM The data was mislabeled as regular traffic by the model, which was unable to identify it 
effectively. 

 

 

 

 

  

 
 
                 

        (a)                                              (b) 
Figure 6. a) LightGBM b) CatBoost 
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5. Conclusion 
This research employed LightGBM and CatBoost to detect malicious network traffic using the 

CICIDS2017 dataset. These classifiers' performance was assessed by employing measures such as f1-score, 
recall, accuracy, and precision. The CatBoost model showed the greatest results in terms of recall, accuracy, 
precision, and f1-score criterion. However, the model LightGBM showed the lowest performance rate. It 
faced challenges in making precise predictions, particularly for the assaults in the dataset known as The 
LightGBM variant, however, had the lowest performance rate. This limitation can be attributed to the These 
Certain network attack types are uncommon within the sample, indicating that unbalanced datasets reduce 
the LightGBM model's efficacy. 

Moreover, all models consistently misclassified 'Bot,' 'Infiltration,' and 'Web Attack' attacks. This 
study suggests a technique for identifying network assaults in practical systems and putting the 
appropriate safeguards in place. It emphasizes the importance of identifying the type of attack to 
effectively counter it. As technology advances, the diversity of attacks is expected to increase, making their 
identification more challenging. Indeed, the swift advancement of CPU and GPU capabilities opens 
avenues for employing algorithms for machine learning and deep learning on powerful computers. This 
facilitates the identification of malicious network traffic with heightened accuracy and speed. 
 
Data Availability: The dataset used in this study is the Canadian Institute for Cybersecurity Intrusion 
Detection System 2017 (CICIDS2017) dataset. The official website of the Canadian Institute for 
Cybersecurity provides access to this publicly available dataset.  
Conflicts of Interest: We explicitly stated that there are no conflicts of interest in this research. The work 
reported in this study could not have been influenced in any way by any personal, financial, or other 
contacts. The authors have approved the final text of the manuscript and state that they have no conflicts 
of interest to report. 
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