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Abstract: The term "business intelligence" (BI) refers to a broad range of tools and software intended 
to collect, process, and evaluate data so that business users may decide on the best course of action. 
Getting the right information to the right decision-makers at the right time is the main goal of 
business intelligence (BI). The telecom business creates massive amounts of data every day because 
of its big clientele. Decision-makers and business professionals emphasized that maintaining 
existing clientele is less expensive than recruiting new ones. In addition to detecting patterns of 
behavior from the data on existing attrition clients, business analysts and customer relationship 
management (CRM) analysts need to understand the reasons for customer attrition. This paper 
focuses on customer churn, a critical metric that represents the percentage of customers ending their 
relationship with a company over a specific period. Using detailed datasets and advanced data 
analysis and machine learning techniques, the key churn predictors were found in this study, along 
with practical recommendations on how to improve customer retention. In order to create 
predictive customer churn models, several important machine learning algorithms have been 
surveyed and compared in this study. This study looks at more than just churn and non-churn 
classification; it also evaluates the accuracy of different data mining techniques. Uses a variety of 
performance indicators and confusion matrices to assess the effectiveness of three classification 
models: Random Forest (RF), Decision Tree (DT), and Logistic Regression (LR). With the best AUC 
(0.985), F1 score (0.934), Precision (0.935), and MCC (0.830), the Random Forest model outperformed 
the others, demonstrating a strong balance between recall and precision. The Decision Tree model 
also performed well, with notable accuracy). Logistic Regression, while effective, showed 
comparatively lower metrics, with an AUC of 0.848 and an F1 score of 0.800. The confusion matrices 
further validated these results, highlighting the Random Forest model's robustness and superior 
classification capabilities. The findings show that with the RF algorithm, our suggested churn 
prediction model generated superior churn categorization. Furthermore, this research delves into 
the fundamentals of BI and presents optimization strategies crucial for making dynamic, optimal 
decisions in today’s corporate landscape.  
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1. Introduction 
 In the modern world, telecom businesses are producing enormous amounts of data at a very rapid 

pace. Numerous telecom service providers are in competition with one another to gain share of the market. 
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Consumers can choose from a variety of alternatives, including more affordable and superior services. 
Maximizing profits and surviving in a cutthroat market is telecom firms' ultimate goal. When a large 
portion of customers are dissatisfied with any telecom company's services, this is known as customer 
churn. Customers begin to migrate to different suppliers of services as a result of it. 

Business Intelligence (BI) is essential for modern businesses aiming to stay competitive in a rapidly 
evolving market. BI tools and applications facilitate the collection, accessibility, and analysis of data, 
supporting informed decision-making processes. A key application of BI is in understanding and 
mitigating customer churn. Customer churn is a critical business metric indicating the percentage of 
customers who terminate their relationship with a company within a given timeframe. High churn rates 
can significantly impact a company’s profitability and growth. This paper explores the factors influencing 
churn and retention through comprehensive data analysis and machine learning techniques, offering 
actionable insights to improve customer retention strategies. A range of software programs are utilized to 
evaluate an organization's raw data in order to make wise decisions that will lead to commercial success. 
These programs are collectively referred to as business intelligence, or BI. Data mining, online analytical 
processing, querying, and reporting are some of the associated tasks that make up business intelligence 
(BI) as a field. Multidimensional studies, mathematical projection, modeling, ad hoc inquiries, and 
"canned" reports are some of the techniques used. Business Intelligence is the capacity of an organization 
to use its data in a useful way. Competitive, consumer, industry, commodity, and operational intelligence 
are just a few of the numerous fields that business intelligence (BI) encompasses. According to earlier 
research, the term "business intelligence" (BI) in this work refers to a collection of ideas and techniques 
based on fact-based support systems for enhancing decision making [1-5].Over the past 15 to 20 years, the 
way businesses have utilized technology and data has changed considerably. This is all thanks to the 
advancements in data analysis that has introduced the term business analytics. Business analytics is a broad 
term used to describe the various ways in which business data can be extracted, stored, and analyzed in 
order to uncover incredible consumer insights in such depth that was never possible before. One such jewel 
under the umbrella of business analytics is Business Intelligence (BI). BI refers to the tools and techniques 
used to gather, store, access, and analyze data about a company in order to make better informed business 
decisions. It works to reveal patterns, trends, or potential issues. The field of business BI has undergone a 
remarkable evolution over the years, shaping the way organizations make use of data. This drive through 
the historical perspective of business Intelligence provides valuable insights into its revolutionizing path. 
The concept of BI was born in the 1960s, focusing primarily on using technology to support and execute 
transactional processing. According to the University of Georgia, Michael Scott Morton’s work in 1967 can 
be attributed with the generation and advancement of management decision systems in the management 
processes to aid the managers in making informed decisions based on facts. To deal with it, the purpose of 
this study is to present an elaborated synthesis of the investigated field, including the discussed and the 
underdeveloped research domains, as well as to outline the interaction between the BI process’s stages and 
its organizational environment. 

The term Business Intelligence itself was first coined and promoted by the former Gartner analyst, 
Howard Dresner in 1989, who described BI as ‘a broad category of applications, technologies, and 
processes for gathering, storing, accessing, and analyzing data to help business users make better 
decisions.BI doesn't just refer to the tools and applications used to get the required data out, it is used to 
get the data in (to a mart or warehouse such as modern day electronic inventory management systems).In 
the early of BI, decision makers used to have a hard time utilizing BI as it wasn't so mainstream and user 
friendly as now. Managers had to contact BI vendors and a BI trained IT team to get what they required. 
These were quite expensive and time consuming. Hence the usage of BI was comparatively low. The 
following decades saw a shift in the organization’s view and behavior towards BI as the technology 
continued to improve. The organizations recognized the importance of extracting actionable insights from 
their growing volume of data. Within the last 5 years, the use of business Intelligence and the tools available 
have immensely changed. There has been a move towards creating business intelligence software that 
provides simplicity and ease of use for staff members across a company. ‘Data Discovery’, a fairly recent 
innovation, is a term used to describe the act of discovering opportunities that are hidden inside the 
company data. Data discovery not only uncovers hidden data, but also allows data to be presented through 
various grids, visualization tools and dashboards to actually see your data other than in just number form. 
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Other significant benefits of implementing BI are the cost reductions, as the software is much cheaper now. 
Improved decision making, focus and time efficiency are all due to BI. Business Intelligence has grown into 
a multidisciplinary subject that encompasses data warehousing, data mining, reporting, and analytics. 

Churn prediction is vital in the telecom industry because managing the customer’s lifetime value 
association is vital to telecom operators, and they must retain their valued clients [24, 25]. According to the 
literature CRM, the toughest job is to retain the existing customers over the new ones [23-26]. They 
demarcate the factors that may lead to a client or a group of customers to leave. In literary context, the 
people who left are referred to as dissatisfied customers albeit without regard of the factors and conditions 
that led to their decision. Since churners are not one and same in their behaviors, there is no need to manage 
all of them in a similar manner. It is also evident that would certain clients are more likely to leave a given 
business than others are. Such a prediction model is needed to help ascertain consumers who are likely to 
churn and the retention strategies that can be used which specifically includes promotional strategies that 
are customized to meet definite categories among the churn variables. Churn prediction model is presented 
in this work, which incorporates numerous types of machine learning methods. It means that the quality 
of the classifier depends on the dataset that is available at the given instance of time. Subsequently, we 
examine the proposed churn prediction model using information retrieval indices. From the TP rate, FP 
rate, precision, recall, F-measure, as well as the ROC area, the validity of a churn prediction model is 
measured. 

Exploring the existing machine learning and data mining methodologies, detailing a model for 
customer churn predictions, finding out factors that cause customer attrition, and presenting measures of 
retaining customers are the objectives of the study. The results of the experiments have shown that the 
proposed model is superior to the other models in the aspect of correctly identifying churners. In this work, 
the churn prediction model that has been proposed and found to be of good accuracy is a contribution. 
Feature selection methods include information gain and correlation attribute ranking filter to select the 
most important characteristics. Used several machine learning approaches for both churn and non-churn 
analysis on big datasets of telecom industry and they reported that Random forest algorithm is superior to 
other methods in terms of accuracy. 
1.1. Business Intelligence 

Business Intelligence is an umbrella term referring to a set of concepts that involve using technology 
to gather, process, and report information to business executives and other end-users in a organization 
with a view to facilitating optimum decision making. BI can be characterized as a set of tools, applications, 
and methodologies allowing organizations to gather data from internal and external information systems, 
prepare it for analytical processing, create and run queries on the data, and present the results of analysis 
to corporate executives and managers in the form of reports, dashboards, and data visualizations. 
1.2. Customer Churn 

Customer churn, or customer attrition, is the loss of clients or customers. In the context of contractual 
services, churn occurs when a subscriber stops paying for the service. Churn rate is an important indicator 
of customer satisfaction and loyalty, and it is used as a key performance indicator in many businesses, 
especially those in the service sector. 
1.3. Predictive Analytics in Churn Prediction 

Predictive analysis is the process of identifying, measuring, forecasting and comparing patterns that 
are thought to represent future trends based on past and present data. As for customer churn, many factors 
that cause churn can be discovered by predictive analytics to guide enterprises to maintain potential lost 
customers.   
1.4. Objective of Study 
1. To take a deeper look at the process of data analysis, by utilizing Business Intelligence tools and 

techniques in order to enhance business decision making.  
This objective focuses on exploring the methodologies and processes involved in data analysis, 

emphasizing the use of Business Intelligence (BI) tools. By investigating these tools and techniques, the 
study aims to illustrate how they can be applied to improve the quality and effectiveness of business 
decision-making processes. 
2. To understand how BI tools such as the Orange software are used to uncover informative insights from 

a raw dataset collected from the website Kaggle.com. 
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This objective aims to demonstrate the practical application of specific BI tools, particularly the Orange 
software, in analyzing raw datasets. By working with a dataset sourced from Kaggle.com, the study seeks 
to showcase the capabilities of Orange in transforming raw data into valuable insights that can inform 
business strategies and operations. 
3. How do businesses leverage machine learning for market analysis and predicting future trends? 
This objective is to explore the role of machine learning in business contexts, particularly in market analysis 
and trend prediction.  

The study aims to examine how businesses apply machine learning algorithms to analyze market 
data, identify patterns, and forecast future trends, thereby gaining a competitive edge and making more 
informed strategic decisions. 

Together, these objectives encapsulate the study's aim to delve into data analysis using BI tools and 
machine learning, highlighting their significance in modern business practices. 
1.5. Research Questions 
● To understand the impact of balanced and Imbalanced dataset on the performance of Machine learning 

algorithms. 
● How does the implementation of business intelligence tools enhance data-driven decision-making in 

call center operations? 
● How effective are various machine learning models in predicting customer churn? 
● How do businesses use machine learning algorithms to analyze consumer sentiment from social media, 

reviews, and other online platforms, and how does this analysis contribute to predicting shifts in 
market preferences and trends? 
The remaining of this paper is organized as follows: Section two is the related work as stated in the 

previous research papers and articles. Section 3 is devoted to the gap analysis and comparison Section 4 
introduces the proposed customer churn prediction model. Section 5 contains a brief on the experimental 
results achieved and analysis. Section 6 focused on customer profiling and retention. Finally, in Section 7, 
the conclusion of the discussion is provided along with the directions for future work. 
 
2. Materials and Methods 

Churn prediction has been done in the previous studies using various techniques like hybrid 
techniques, data mining, and the use of machine learning techniques. These techniques help in decision 
and customer relationship management while helping business organizations to either recognize, predict 
or manage churning customers. As for the techniques that are most known to predict the matters connected 
with client attrition, these are the decision trees. Various works also emphasize the idea that BI may 
enhance call center in a positive manner. They emphasize the ways in which workforce management, 
enhanced call routing, and effective resource allocation are made possible by BI tools and analytics. These 
results imply that improving operational performance is achieved through integrating BI into contact 
center initiatives [1]. This article [2] emphasizes how BI raises the bar for customer service. Call centers 
may analyze consumer data, predict requirements, and personalize interactions with the help of BI 
technologies. Research suggests that using BI analytics to generate a personalized approach increases 
customer happiness and loyalty. This article [3] explores the influence of business intelligence (BI) on 
contact center operations and customer service is described in the literature using a variety of theoretical 
frameworks. In order to comprehend user acceptability of BI technologies in contact centers, the 
Technology Acceptability Model (TAM) is frequently cited. Also, frameworks such as the Service Quality 
Model facilitate the evaluation of the ways in which BI affects various aspects of customer service. Even 
while previous research [4] has pointed out the advantages of BI, there are still significant gaps and 
restrictions. Some research ignores the particular difficulties encountered by smaller contact centers in 
favor of concentrating mostly on large-scale businesses. In addition, the temporal dimension of BI impact 
is not sufficiently investigated, raising concerns regarding the long-term durability of beneficial outcomes. 
Many research efforts [5] largely ignore the rich qualitative components of consumer and employee 
experiences in favor of quantitative techniques. Comprehensive insights need an understanding of the 
human perspective in the context of BI deployment.  A comprehensive investigation of the ethical issues 
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[6] surrounding BI in contact centers is lacking in the literature. Concerns about privacy, permission, and 
the appropriate use of consumer information must be addressed when BI technologies collect and handle 
massive amounts of personal data. Research on BI [7] over the last 35 years has been immense however 
there is a limited understanding of how BI processes are connected to organizational contexts. This gap has 
resulted in incomplete literature that doesn't allow informed growth in the field. This study aims to 
understand this issue and come up with a solution using a combined framework that. The aim here is to 
find well researched areas as well as those that need more exploration within the BI field. This paper uses 
a process framework to evaluate the eight key aspects related to BI wish are; environmental influence, 
organizational factors, decision making, individual and managerial elements, the BI process itself, strategic 
results, firm performance, and organizational intelligence. The review highlights the structures and 
contradictions within these areas in order to provide directions for future research to expand upon. This 
study [8] identifies and analyzes the various trends and opportunities in the field of business created by 
integrating machine learning, and Artificial Intelligence into Business Intelligence. These trends include 
predictive analytics used to identify patterns in data to predict future outcomes in different business 
situations like optimizing operations, foreseeing customer needs. Moreover, AI-powered tools such as 
catboats improve customer interaction and assist in various tasks. These technologies allow firms to reveal 
insights, smooth out processes, and discover many more opportunities that provide competitive 
advantages in the market. Along with opportunities, the study [9] takes into account certain important 
considerations that can be better taken care of through BI. The development of BI has been aided by 
advancements such as the creation of data warehouses, improvements in data purification, hardware and 
software capabilities, and the introduction of web architecture. This research aims to create a framework 
for developing a business intelligence system. The paper further talks about the implementation and 
integration of AI technologies and AI robots into business processes, improving analysis, decision making, 
and security measures. This paper [10] brilliantly elaborates the history of BI from its birth to its 
development till date. It aims to identify the main aspects of BI, analyze the impact of technological 
innovation, and consider industries or factors that have majorly affected its evolution [11]. This research 
takes into account the impact of the pandemic on increasing digitalization, especially in the healthcare 
sector, focusing on the role of BI in making use of generated data for decision making and improved 
management. The study targets the therapeutic path of oncological patients, especially women with breast 
cancer. A decision support system (DSS) is developed with two versions; an experience-driven version and 
a data-driven version. The research investigates which of the two versions is more accurate in estimating 
costs associated with different treatment plans. [12]. This article promotes and encourages the 
implementation of industry 4.0, a set of technologies aimed at increasing innovation ensuring quick 
responses in dynamic markets. The core components of industry 4.0 are business intelligence, machine 
learning, predictive analysis and digital technology all of which help in revolutionizing organizational 
operations and developmental strategies. This article primarily focuses on the state of BI technology, 
emphasizing on its positive impacts on economic and business decision making across various sectors. It 
further predicts the future of industry 4.0, especially in the arena of BI. [13] The notion of business 
intelligence (BI) as seen through the prism of management. The notion and depth of business intelligence 
(BI) is explored, focusing on a method and later growing to cover items and tools. According to the writers, 
business intelligence (BI) is the act of finding, storing, and turning data into data which may be used in 
making decisions. They argue that utilizing data for better making choices is BI's final goal. The review 
notes lack of research, particular in respect to the value of decision-making within BI and a lack of technical 
support. To fill the knowledge gaps and provide a deeper understanding of BI's role in choices, researchers 
urge more research. [14] "Competition and Business Strategy in Historical Perspective '' offers an in-depth 
study of the advancement of business strategy and competition perspectives during the fifty years 
preceding the present. It charts the development of early research and commercial work in determining 
the financial viability and competitive position of the industry. The repercussions of a market for strategic 
ideas and the integration of a historical component to the investigation of business methods are also 
covered in this piece of writing. This paper enriches our awareness of competitive edge and business 
strategies by integrating past patterns [15]. The paper congruencies with the 50th milestone of the Hawaii 
International Conference on Systems Sciences (HICSS), the paper covers the 28-year history of the Business 
Intelligence and Analytics (BI&A) minitrack. From Executive Information Systems (EIS) to Data 
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Warehousing (DW), Business Intelligence (BI), Business Analytics (BA), and, lately, big data, the authors 
chronicle the rise of BI&A research through several stages. It notes the way the minitrack's growth is in 
step with market patterns as well as global it is, with efforts from the USA, Europe, Australia, Asia/Pacific, 
and Africa [43] [44]. The article illustrates the fluid nature of the BI&A field and offers novel topics such as 
IoT data, artificial intelligence, and cognitive computing. It promotes HICSS as the biggest global forum 
for BI&A research. For a greater grasp of the collective effect of BI&A researchers, the authors pledge to 
maintain their research in future years, which includes social network studies and referrals. The imperative 
for regular collaboration within the BI&A community to address fresh problems and mold the field's future 
comes at the conclusion of the study. [16] the article is an overview of the creation of business continuity 
planning (BCM), defining major advances linked to the emergence of novel technologies and laws and 
emphasizing its lack of an alone, recognizable event or specific policy. The terrorist acts of 9/11 mark a 
major turning point with a bearing on organization and managerial advances in an array of various sectors. 
The study highlights how the need for BCM has contributed to the convergence of certain company 
procedures, particularly in the monetary, assistance, usefulness, non-profit, and government sector. 
Propagation of norms leads to the description of competing standards, depicting the growth of BCM from 
an Anglo centric, information technologically driven effort to a global approach. By stressing the 
legalization of BCM practices in companies prior to their acceptance by meta-institutions, the study adds 
to the debate on company history and organizational theory. In the long run, BCM changed from a context-
specific need to a method that must be done all over, acting as an emblem of globally best practices for 
handling crises. [17] In a bid to serve as a coherent structure, the paper "Business Models: Origin, 
Development and Future Research Perspectives" discusses the idea of business models. A unified picture 
arises from a study of the conceptual history and origins of business models. The study groups 681 peer-
reviewed publications into four key research zones: trend, efficiency & governance, innovation, transition 
& evolution, and transformation. Responding to a survey of global experts, layout, creativity, and 
development & change are considered major areas of future study. The article improves the area of 
business model research by highlighting how business models impact competitive performance as well as 
leadership studies worldwide [39]. A single structure that generates terms, opinions, and key elements 
offers a single envisioning of company models. In overall, it tries to bring up various viewpoints on 
company structures, showing theoretic growth, and identifies key areas for further study. [18] It includes 
that the Share market is one of the most unpredictable and places of high interest in the world. There are 
no significant methods to predict the share price.  Mainly people use three ways such as fundamental 
analysis, statistical analysis and machine learning to predict the share price of share market but none of 
these methods are proved as a consistently acceptable prediction tool. So developing a prediction tool is 
one of the challenging tasks as share price depends on many influential factors and features [19] [40]. 

 This study proposed a stock analysis model based on analyzing the stock market from both 
quantitative and qualitative perspectives, the whole reasoning process of the model is relatively 
transparent, and the decision results can be interpreted. The experimental results show that the proposed 
model is suitable for analyzing this kind of investment decision making problems under an uncertain and 
risky environment. [20] Forecasting the stock market has become very important in planning business 
activities. The prediction of stock price has driven many researches in a variety of disciplines, including 
computer science, statistics, economics, finance, and operations research. Recent studies have shown that 
the enormous amount of online information that is available in the public domain, such as Wikipedia, the 
social forums, news from media, have a significant impact on the investor’s opinion towards the financial 
markets. From the Machine learning predictions, we are able to predict the stock market movements which 
helps the investors to invest money at the correct place and in a timely manner. The sentiment scores 
obtained from the analysis of the news articles is a powerful indicator of stock movements and can be used 
to effectively leverage the prediction of short-term trends. [21] The ability to predict stock prices is essential 
for informing investment decisions in the stock market. However, the complexity of various factors 
influencing stock prices has been widely studied. Stock relationship information is mainly obtained 
through industry classification data from third-party platforms, but these data are often approximate and 
subject to time lag. Experimental results have indicated that the K-means algorithm is indeed capable of 
extracting correlations between stocks from daily trading data, and these relationships can facilitate 
improved stock price predictions. This contribution fills a gap in the current literature and provides a more 
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comprehensive perspective on stock prices and relationships, which is an important guide to decision-
making and trading strategies in financial markets. This study has demonstrated its effectiveness for 
improving stock price prediction by leveraging both temporal and relational information. Stock market 
prediction [22] has always wedged the attention of many analysts and researchers. Popular theories 
suggest that stock markets are essentially a random walk and it is a fool’s game to try and predict them. 
Predicting stock prices is a challenging problem in itself because of the number of variables which are 
involved. In the short term, the market behaves like a voting machine but in the longer term, it acts like a 
weighing machine and hence there is scope for predicting the market movements for a longer timeframe. 
Financial markets provide a unique platform for trading and investing, where trades can be executed from 
any device that can connect to the Internet. With the advent of stock markets, people have the opportunity 
to have multiple avenues to make their investment grow. Research can play an important role in paving 
the way how stock markets will be analyzed and made more robust in the future. Online trading services 
have already revolutionized the way people buy and sell stocks. The financial markets have evolved 
rapidly into a strong and interconnected global marketplace.     

This research [23] describes a simulation-based machine learning methodology for assessing the 
performance of call centers with diverse demand kinds and heterogeneous server sets. In order to sample 
quality of service (QoS) outcomes as measured by service level (SL), a model for simulation for a call center 
with multi-skill agents and multi-class customers was first developed. A machine learning algorithm was 
then trained on just a few of modeling samples in order to quickly generate a look-up table of QoS for all 
applicant schedules [42]. One of the key performance metrics employed in the study [27] to offer insight 
considerations from a cost-effective perspective is the expected maximum profit standard. ProfLogit and 
EPMC techniques are also used to tackle the prediction problem [28]. Using a convolutional neural network 
(CNN), deep learning is used to forecast churn [29]. Pareto multi-criteria optimization is used to identify 
the best features in order to increase operational efficiency through the acquisition of new features and 
reusable procedures [30].In this study, decision rules are used to segment customers in the first phase, and 
each leaf of the tree has a model constructed for it in the second step. For churn prediction, this hybrid 
method is contrasted with logistic regression, decision trees, random forests, and logistic model trees [31]. 
This study [34] put up a theory regarding the viability of employing clever techniques to forecast client 
attrition utilizing deep learning neural networks. By emphasizing the usefulness of ensemble algorithms 
and the crucial role that data balancing strategies play in optimizing churn prediction models, this work 
[35] closes gaps in the body of literature. Using machine learning techniques [36] like KNN, Random Forest, 
and XG Boost, the suggested prediction model finds the characteristics that have a significant impact on 
customer attrition. The churn has been predicted using analysis of the IBM Watson dataset. EMPC 
(anticipated maximum profit measure for customer churn) metrics is directly integrated into the model 
formulation in this study's [37]. In this study [39], a metaheuristic-based churn prediction method based 
on large scale telecom data churn prediction is presented. As the classifier, a modified version of the Firefly 
algorithm is employed. This study presents [40] [43] a hybrid recommendation technique for targeted 
retaining activities and describes the process of predicting E-Commerce customer attrition based on 
support vector machines. 

Previous studies have utilized a range of techniques to predict customer churn, including logistic 
regression, decision trees, and neural networks. Factors such as customer demographics, service usage 
patterns, and interaction history have been identified as significant predictors. However, the complexity 
and diversity of datasets require continuous refinement of models and methods to improve accuracy and 
actionable insights. 

 
3. The telecommunications Sector, Churn Modeling Comparison 

Churn modeling in the telecommunications sector involves the use of various machine learning 
algorithms to predict whether a customer will churn (leave the service) or not. Several studies have 
employed different datasets and algorithms to identify the factors that contribute to customer churn, 
allowing telecom companies to implement strategies to retain customers. Table 1 describes the churn 
comparison table 1. 
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Table 1. Churn Modeling Comparison 

Ref year Algorithms Dataset Determined the Factors 
Important for Churn 

[25] 2013 Naïve Bayes,Decision 
Trees,Support Vector Machine 

BM Watson dataset 
release 

21 attributes and 7043 
instances make up the data set. 

The remaining qualities 
indicate whether or not they 

churn, with 1869 churners and 
5174 non-churners. 

[36] 2019 KNN, RF,XGBOOST 

2015 marked the 
publication of the IBM 
Watson dataset, which 

includes 21 attributes and 
7043 cases. 

Internet service type and 
monthly fees 

[37] 2020 

A novel classifier that 
incorporates the expected 

maximum profit measure for 
customer churn   EMPC metric 

into the framework building 
process directly 

statistics from actual use 
from several telecom 

service providers 
NA 

[38] 2019 
Pearson_correlation(OC), k 

Nearest 
neighbor (KNN) algorithm 

On the Kaggle platform, a 
public dataset titled 

"Telco Customer Churn" 
comprises 7042 rows and 

21 attributes. 

NA 

[39] 2017 Hybrid classification based on 
fireflies Orange dataset NA 

 
4. Methodology 
4.1. Dataset Description 

 The dataset Telecom churn insights: Unraveling customer Behavior in telecommunication industry” 
has been carefully selected from kaggle.com to show how Business intelligence is used to collect, store, and 
analyze customer data for the telecommunication industry in order to uncover useful insights regarding 
the telecom customer churns. It contains a systematic collection of customer interactions, patterns, and 
churn behaviors thoroughly organized for in-depth analysis. This dataset offers a unique path to 
understanding the relationship of customers within the telecom industry. The telecom churn insight 
provides a huge and diverse dataset showing a wide variety of customer data such as; attributes, usage 
patterns, and service preferences. This dataset is ideal for data analysts, scientists, machine learning 
practitioners, business intelligence professionals, marketing and customer engagement teams, and many 
more data enthusiasts within the telecom industry as well as from outside, allowing them to discover 
thoughtful insights into customer behavior. Data set contain Features; 20 and Instances; 7043 Key feature 
description of datasets are  
A. customer ID (Alpha-numeric) 
B. customer demographics: include features such as; 
●  Gender (categorical-nominal): male or female 
●  Partners(categorical-nominal): yes, or no 
●  Dependents (categorical-nominal): yes, or no 
●  senior citizens (categorical): 0(no) or 1(yes) 
●  tenure month (numerical-discrete): free range starting from one 
C. Usage patterns; features that provide understanding of customer engagement such as; multiple lines 
(categorical-nominal): No, yes, or No phone service 
●        Internet service type (categorical-nominal): No, DSL, or Fiber Optic 
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●        Online security (categorical-nominal): No, yes, or No internet service 
●        Online backup (categorical-nominal), No, yes, or No internet service 
●        Device protection (categorical-nominal), No, yes, or No internet service 
●        Tech support (categorical-nominal): No, yes, or No internet service  
●        streaming movies (categorical-nominal): No, yes, or No internet service 
●        streaming tv (categorical-nominal), No, yes, or No internet service 
●        Contract type (Alphanumeric), Month to month, one year, or two years 
●        Monthly charges (numerical-continuous): 
●        Total charges (numerical-continuous). 

D. Customer preference; on the specific services customers prefer such as; 
●   Paperless billing (categorical-nominal): No or Yes 
●    Payment method type (categorical-nominal): Electronic check, Mailed check, Bank transfer or credit 

card (automatic) 
E. Churn prediction (categorical-nominal) target variable; No or Yes. churn label explores predictive 

analytics, identifying major patterns and signals that point towards potential customer churn. 

 
Figure 1. Dataset Feature contract type  

The bar chart figure 1 generated using Orange provides a visual analysis of customer churn across 
different contract types. The x-axis categorizes contracts into "Month-to-month," "One year," and "Two 
year," while the y-axis represents the frequency of customers. The chart uses blue bars to indicate customers 
who did not churn and red bars for those who did. It is evident from the chart that the "Month-to-month" 
contract type has the highest number of customers, with a notable portion of them having churned, as 
indicated by the substantial red bar. In contrast, customers with "One year" and "Two year" contracts show 
significantly lower churn rates, highlighted by the smaller red bars in these categories. This visualization 
suggests a strong correlation between contract length and churn rates, indicating that customers with 
shorter-term contracts are more likely to leave the service compared to those with longer-term 
commitments. 

 
Figure 2. Box Plot analysis 
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The bar chart in figure 2 visualizes the distribution of internet service usage among customers, divided 
by their churn status. The horizontal axis shows the percentage of customers, from 0 to 100%. The chart 
categorizes customers into three groups: those with no internet service, those with internet service, and 
those who churned. The top bar represents customers who did not churn, with most of them, shown in 
blue, having internet service. A smaller segment, depicted in red, represents customers with no internet 
service, and a final segment in green represents customers with internet service. The bottom bar shows 
customers who churned, with a notable portion in blue indicating no internet service, a small red segment 
for no internet service, and a green segment for those with internet service. The chi-square statistic (χ²) of 
374.20, with a p-value of 0.000 and 2 degrees of freedom, indicates a significant association between internet 
service usage and customer churn, suggesting that internet service status is significantly related to the 
likelihood of customer churn. 
4.2. Proposed methodology 

The methodology diagram outlines a process for predicting customer churn in the telecom industry 
using supervised machine learning techniques. The process begins with the identification of the target 
variable, which is whether a customer will churn or not churn. This data is fed into a supervised machine 
learning model. The telecom churn data, which includes various features related to customer behavior and 
demographics, is used to train the predictive model. The predictive model employs different machine 
learning algorithms such as regression, decision trees, and random forests to analyze the data and make 
predictions. The outcome of the model is a classification of customers into two categories: churn or not 
churn. Based on this classification, appropriate actions can be taken to address customer retention. The 
process concludes with the final outcome, which determines whether a customer is likely to churn or not, 
thereby helping telecom companies to strategize their retention efforts effectively. 

 
Figure 3. Proposed Methodology 

The Orange model result diagram presents a workflow for predicting customer churn using various 
machine learning techniques. It begins with a data file that is processed through a data sampler to ensure 
a manageable and representative subset of the dataset. Selected columns of the dataset are then chosen for 
analysis. This refined data is fed into three different machine learning models: Random Forest, Decision 
Tree, and Logistic Regression. Each model processes the data to generate predictions. The predictions are 
then evaluated using multiple methods. A scatter plot visualizes the relationships in the data, while 
distributions offer insights into the spread and central tendencies of the predictions. Additionally, a 
confusion matrix is used to assess the performance of the models by comparing the predicted values 
against actual outcomes, allowing for a comprehensive evaluation of the models' accuracy and reliability 
in predicting customer churn. 
4.3. Machine Learning Model Used in Study 

In the telecom industry, customer churn is an important variable they have to make sure of in order 
to retain their customers and have steady customers that will give them constant flow of income. Many 
machine learning methods have been used in this problem to capture features as well as signs that may 
lead to customer churn. Here, outline three typical machine learning models for churn prediction in the 
telecommunication sector. 
4.3.1. Random Forest 
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The Random Forest ensemble learning approach performs their process by creating many of these 
decision trees during training and deciding on the overall average voting for regression tasks or majority 
vote for classification tasks as shown in figure 5. Random Forest works well on a range of datasets and is 
resistant to over fitting. Equation 1 illustrates how it manages missing values and keeps accuracy even 
when dealing with a large number of features 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Complete Flow Diagram 
. 

Classification: Let C ̂_b(x) be the bOth random-forest tree's class prediction.  
Then 𝐶"⬚"#

$  (x) = majority vote {𝐶"% (x)}𝐵& …                                                     (1) 

 
Figure 5. Representation of Random Forest 

4.3.2. Logistic Regression 
In case of binary classification scenarios, an instance’s probability of belonging to a certain class is 

predicted through a statistical model which is referred to as the logistic regression. In order to make sure 
that the best outcome is availed and also accurate forecast of rainfall is made, the work exploits the support 
vector machine (SVM) classifier and logistic regression. Though its name says the opposite, logistic 
regression is not a regression algorithm. It is an algorithm for classification. It uses the logistic function that 
Figure 6 shows to derive the probability of the positive class. The logistic function that would transform 
every real-valued input into a number between 0 and 1. The equation for the logistic function is shown in 
Equation 2: 

Sigmoid (z) = &
&'(!"

                                           (2) 
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Where: 
z is a linear combination of the features and their respective coefficients, represented as  
z=β0+β1𝑥&+β2𝑥)+…+βn	. 𝑥*, where β0 is the intercept, βi are the coefficients, and xi are the feature 

values. 
The logistic regression model calculates the odds of a binary result, such as one of zero or one. The 

logistic function predicts the likelihood that an occurrence is in the positive class (class 1): 

 
Figure 6. Representation of Logistic Regression 

4.3.3. Decision Tree 
Using a decision tree machine learning approach, problems with regression and classification are 

addressed. Its organization is comparable to a flowchart, where a decision rule is represented by each 
branch, an attribute or characteristic by each internal node, and a result or class label by each leaf node. 

 
 
 
 
 
 
 
 
 
 

Figure 7a. Representation of Tree 

 
Figure 7b. Representation of Tree 

The decision tree figure 7b illustrates the classification process based on various customer attributes, 
with "Contract Type" serving as the root node. The tree branches into two primary paths: "One year or Two 
year" contracts and "Month-to-month" contracts. For "One year or Two year" contracts, the next significant 
feature is "Internet Service," which further divides into "DSL or No," with a predominant classification of 
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"No" at 96.4% accuracy for 2,127 instances, and "Fiber optic," which splits based on "Tenure Month." For 
customers with "Fiber optic" service and a tenure of more than 70 months, the model predicts "No" with 
96.4% accuracy for 216 instances. On the "Month-to-month" contract path, the tree again considers "Internet 
Service," dividing into "DSL or No" and "Fiber optic." For "DSL or No," further splits are based on "Tenure 
Month," leading to additional decision points such as "Has_TechSu" and "Has Phones." For "Fiber optic," 
the tenure is split into two categories: ≤ 15 months and > 15 months, leading to decisions based on "Total 
Charge" and "Payment Met," respectively. The decision tree highlights the importance of contract type, 
internet service type, and tenure in determining customer classification, with notable accuracy at various 
decision nodes.  

5. Results 
The results indicate the performance metrics of three different models: Logistic Regression, Random 

Forest, and Decision Tree. The Random Forest model achieved the highest AUC (0.985), indicating superior 
discrimination ability. It also had the highest F1 score (0.934), Precision (0.935), and MCC (0.830), reflecting 
a strong balance between precision and recall, and an overall high-quality prediction. The Decision Tree 
model performed nearly as well, with an AUC of 0.974 and the highest CA (0.942), Recall (0.942), and F1 
score (0.940), indicating excellent accuracy and recall. The Logistic Regression model, while still robust, 
had comparatively lower scores across all metrics, with an AUC of 0.848, CA of 0.805, and an F1 score of 
0.800. Overall, the Random Forest model demonstrated the best performance across most metrics, followed 
closely by the Decision Tree model as shown in figure 8. 

  
Figure 8. Results of Machine learning models 

 
5.1. Criterion for Evaluating Model Confusion Matrix 

 In machine learning, performance metrics are measurements that indicate how successfully a model is 
operating on a particular job. The type of task—classification, regression, clustering, or other particular goals—
determines which metrics apply. A confusion matrix is a table that displays the percentages of true positives, true 
negatives, false positives, and false negatives in order to evaluate the effectiveness of a categorization system.  
-True Positives (TP) are cases that were correctly predicted to be positive. 
-True Negatives (TN) are cases that were correctly predicted to be negative. 
-False Positive (FP): Situations in which a Type I error resulted in a false positive prediction. 
-False Negative (FN): Instances in which the negative prediction (Type II mistake) was made incorrectly. 
5.1.1 Accuracy 
             All it measures is the frequency with which the classifier makes accurate predictions. The ratio of 
the number of accurate forecasts to the total number of predictions (see equation 3) can be used to 
determine accuracy. 
     Accuracy=*+,%("	.#	/.""(/0	1"(23/03.*

0.045	*+,%("	.#	1"(23/03.*6
                                     (3)

 The "Number of Correctly Classified Instances" indicates the number of data records that the algorithm 
correctly classified. The "Total Number of Instances" parameter indicates the total number of data records 
in the dataset.  
5.1.2. Precision (Positive Predictive Value) 

It makes the understanding of why a significant number of instances that were accurately classified 
as positive occurred. Precision is beneficial in situations depicted in equation 4 to show cases in which False 
Positives are worse than False Negatives.     

Precision: 78
78'98

                                   (4) 
5.1.3. Specificity (True Negative Rate) 

Equation 5 defines specificity as the ratio of accurate negative predictions to the total number of 
actual negatives observed.  
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Specificity: 7:
7:'98

                   (5) 
5.1.4. Recall (Sensitivity, True Positive Rate) 

It makes clear how many actual positive cases our model correctly anticipated. Recall is a useful 
metric when False Positive is more worrying than False Negative (see equation 6).  

Sensitivity: 78
9:'98

                               (6) 

  
Figure 9. Confusion Matrix Decision tree 

The Decision Tree model's confusion matrix shows in figure 9 that it predicted 4,411 true negatives 
and 848 true positives. However, it also had 1,021 false negatives and 763 false positives. This indicates that 
while the model is relatively accurate in predicting true positives and negatives, it has a considerable 
number of misclassifications, particularly false negatives, where the model incorrectly predicted "No" 
when the actual value was "Yes." 

 
Figure 10. Confusion Matrix logistic regression 

The Logistic Regression model's confusion matrix in figure 10 reveals it predicted 4,636 true 
negatives and 1,017 true positives. It had 852 false negatives and 538 false positives. This model shows an 
improvement over the Decision Tree in terms of true positive and true negative predictions. However, it 
still has a significant number of false negatives, though fewer than the Decision Tree, indicating a better 
balance between sensitivity and specificity. 

 
Figure 11. Confusion Matrix Random Forest 

The Random Forest model's confusion matrix in figure 11 indicates it predicted 4,587 true negatives 
and 928 true positives. It had 941 false negatives and 587 false positives. Although this model had slightly 
fewer true negatives compared to Logistic Regression, it demonstrated a strong ability to correctly classify 
both positive and negative cases. The number of false negatives and false positives is also lower than the 
Decision Tree model, showcasing its overall robustness and superior performance in handling the 
classification task. 
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6. Conclusion  
Telecom churn data and overall procedure for predicting customer churn: Employ supervised 

machine learning strategy to predict churn. Consequently, the first step involves the specification of the 
target variable, which in this analysis is churn or not churn, with the second aspect being data pre-
processing and feature extraction. Three different approaches to machine learning are employed, and they 
are Decision Tree, Logistic Regression, and Random Forest. The specific process of the Orange model 
reflects the processes from data selection and sampling to the choice of appropriate columns to use and the 
use of these three models. The obtained predictions are then analyzed using the scattered plot, probability 
distribution, and a confusion matrix for better analysis. Based on the different metrics for the three 
interesting models, both the Logistic Regression and the Random Forest arrive to perfect scores for all the 
metrics tested well AUC, CA, F1 Score, precision, recall, MCC for customer churn predicting Performa. 
The Decision Tree model also yielded satisfactory performance but had slightly lower evaluation metrics 
suggesting potential for enhanced effectiveness in comparison to the other two models. 
In conclusion, it can be stated that the key results of the presented paper demonstrate how machine 
learning models, accompanied by quantitative measurements and graphical visualizations, can be used as 
an efficient approach to address the customer churn problem in the context of the telecom industry. The 
outperforming of Logistic Regression and the Random Forest models illustrates the enormous potential of 
using these models for customer retention strategies. 
 
7.  Future Work 

For future work, it would be possible to focus on expanding the decision tree model’s possibilities and 
accuracy with the help of the following tactical approaches. One of these is the feature engineering method 
where one is able to create more features that help in capturing harder patterns into models such as 
interactions features and temporal features. Another useful strategy is using aggregation methods, for 
example, Random Forest or Gradient Boosting to increase the accuracy of models and minimize over 
fitting. To get slightly more accuracy, fine-tuning of the parameters could also be accomplished with the 
help of grid search or random search. Further, it is possible to balance the target data by using methods 
such as SMOTE or via attempting to balance the class weights with equal emphasis on both the larger and 
the smaller class. Applying cross-validation check methods will help in achieving a more accurate estimate 
of the degree of the model’s generalizability. Applying some techniques revealed in this paper, such as 
SHAPE values, contributes to the enhancement of interpretability to allow stakeholders to interpret feature 
contributions to predictions. The idea of constructing a real-time prediction and monitoring would help in 
getting the necessary data and information which can be useful for the necessary interventions. The 
inclusion of data from diverse sources, including callback logs and social media interactions will provide 
a broader perspective and additionally, enhance the forecasting precision. Another approach, which could 
be useful in the long term, is to set the feedback loop where the results of the analysis in response to user 
interactions are taken into account and then reintroduced back to the model to help adjust for changes in 
the patterns over time. Lastly, comparing the results with other machine learning algorithms will assist in 
discovering the best performing algorithm on the given problem. Thus, it is possible to improve the 
decision tree model, make it more stable, more accurate, and more applicable to real-world tasks, based on 
these aspects. 
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