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________________________________________________________________________________________________________ 
Abstract: This paper presents an empirical analysis between traditional binary search and 
quaternary search algorithm in sorted arrays. Binary search algorithm divides the list into two equal 
halves each time, whereas quaternary search technique divides it into four segments each time. An 
experiment was conducted with an objective to search the element which is causing the worst time 
complexity in case of sorted array. It was observed through experiment results that iterative binary 
search is better than recursive binary search, iterative quaternary search is better than recursive 
quaternary search and definitely iterative quaternary search is better than iterative binary search. 
So, the evaluation results prove the best time complexity of binary search algorithm is O(log2 n) and 
quaternary search algorithm has the best time complexity of O(log4n) and therefore, it’s decided 
that quaternary search algorithm is better in searching as compared to binary search algorithm. 
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1. Introduction 

Searching in sorted data structures is one of the key problems in theoretical computer science. In one 
of its most basic variations, the objective is to discover a particular element of a sorted set by creating 
queries that iteratively slight the possible locations of the preferred element. A search method is a process 
that decides the subsequent query to be posed based at the final results of preceding queries [1]. 

Search algorithms are significant and usually utilized in most computer systems. Searching for an 
item in an arranged array is an effective operation in information processing. There are numerous search 
algorithms supposed for sorted arrays located inside the literature. The binary search and interpolation 
search are the most conventional search algorithms used to examine an already sorted array. 

The binary search algorithm is a famous example utilized in courses such as data structures and algo-
rithms to determine the logarithmic time complexity search algorithm [2], finding a value in an arranged 
array of items. An arranged array is occupied, as the selected data structure for key searches. In each iter-
ation, the central item of an interval is tested [3], and if it isn't the desired key, half(1/2) of the array where 
the key cannot lie is eliminated, and the search continues at the ultimate half. It is repeated till either the 
key's discovered, or the remaining 1/2 is empty, which means that it is not inside the array. Since binary 
search itself does not essentially imply implementing an equal splitting criterion, we call the usual tech-
nique as overhead the ordinary binary search. 

Quaternary search is like binary search but divides the array into four parts instead of two [4]. After 
evenly dividing the array, the three divisors are compared to the input value [5]. If it matches the index is 
returned. If not, the algorithm is recursively called on the subarray that contains the value. 
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One of the most important problems of computer science is the binary search. There are several ap-
plications of the binary search. To achieve the objective, researchers have modified the method in several 
aspects. Dobkin [6] has confirmed the usefulness and efficiency of binary search. Analysis of multidimen-
sional search problems shows that the binary search is comprehensive and efficient. Zemel [7] studied 
overall performance relating to randomized binary search. The randomized binary search algorithm is 
used for discovering the global minimum of a multi-modal one-dimensional function. 

Baqai [8] integrated an advanced analytical model to address dot connections in printers with the 
Direct Binary Search (DBS) halftoning algorithm. They proposed a streamlined approach to assess how the 
computational cost fluctuates during the search process. Empirical results are presented to demonstrate 
the effectiveness of this technique. 

Binary search algorithm is a vital technique for investigation and exploration of discrete computa-
tional systems [9]. It is simply a searching method with logarithmic time complexity. It locates the position 
of a key in an ordered array. The need often arises in database applications to simultaneously search for 
multiple key elements during a single iteration. The binary search algorithm has been altered by the author 
to enable the search for multiple items at once. X. Li [10] studied that the tag collision is a major problem 
for quick tag identification in Radio Frequency Identification (RFID) systems. They presented an improved 
binary anti-collision search algorithm for RFID systems based on a novel binary search of backtracking 
[11]. 
 
2. Materials and Methods 
2.1. Binary Search 

The performance can be greatly improved when searching for a key in an array by first placing items 
in the array then sorting its items in ascending or descending order before using the binary search algo-
rithm. In this algorithm, it first compares the search key with the item in the middle position of the array. 
If they match, then the search is successful. Otherwise, if the key is less than the middle item, the sought 
item must be in the lower half of the array; if greater, it must be in the upper half [12]. This process contin-
ues on the appropriate half until the item is found or the entire array is searched as shown in Figure 1. 
While binary search requires a more complex program compared to a simple linear search, for large da-
tasets, its time complexity of O(log(n)) makes it much faster than the O(n) complexity of linear search. 

 
Figure 1. Working of binary search algorithm 
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The binary search algorithm involves dividing the block of items being searched in half at each step. 
Since a set of n items can only be divided in half at most log2 n times, the running time of a binary search 
algorithm is proportional to log2 n and can be expressed as an O(log2 n). 
2.2. Quaternary Search 

In the proposed algorithm, significant performance improvements over binary search can be achieved 
by first sorting the items in an array in either ascending or descending order. This sets the stage for utilizing 
the quaternary algorithm, which involves calculating the middle element, one-quarter element, and three-
quarter element of the array. Subsequently, the algorithm compares the search key with the items at these 
positions. If a match is found, the algorithm concludes successfully. However, if the key does not match 
any of these elements, the algorithm proceeds to check if the key is less than the middle element, the algo-
rithm searches in the first quarter of the array [13]. If the key is greater than the middle element but less 
than the one-quarter element, the algorithm searches in the second quarter. If the key is greater than the 
one-quarter element but less than the three-quarter element, the algorithm searches in the third quarter. 
Otherwise, the algorithm searches in the fourth quarter. This process continues on the selected quarter 
until the key is found or the array is exhausted as shown in Figure 2. If the key is not found after examining 
all quarters, the algorithm concludes that the key is not present in the array. 

 
Figure 2. Working of quaternary search algorithm 

The quaternary search algorithm involves dividing the array of items being searched into four parts. 
This division can occur at most log4 n times for a set of n items. Thus, the running time of a quaternary 
search algorithm is proportional to log4 n, which can be expressed as an O(log4 n) [14]. 
 
3. Results 

A sorted array containing 1000 elements was utilized for the experiment. The values stored in the 
array are uniformly distributed with random numbers. Both the Binary Search and Quaternary Search 
algorithms were applied to search for the same elements that took the worst time for the algorithms to find. 
The results of both algorithms are presented in Figure 3, along with the number of steps each algorithm 
took, compared to their respective values of comparison. 
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Figure 3. Performance of binary search and quaternary search 

3.1. Comparison of Binaray Search Iterative and Recursive Approach 
Figure 4 illustrates the comparison between the iterative and recursive approaches of binary search. 

The graph shows the relationship between the array size and the time taken to find the key in milliseconds 
(ms). The graph clearly indicates that the binary search iterative approach outperforms the binary search 
recursive approach. 

 
Figure 4. Comparison of binary search iterative and recursive approach 

3.2. Comparison of Quaternary Search Iterative and Recursive Approach 
Figure 5 depicts a comparison between the iterative and recursive methods of quaternary search. The 

graph presents the relationship between the size of the array and the time required to locate the key, meas-
ured in milliseconds (ms). The results demonstrate that the iterative approach in quaternary search per-
forms better than the recursive approach. 
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Figure 5. Comparison of quaternary search iterative and recursive approach 

3.3. Performance comparison of Quaternary Search and Binaray Search  
Figure 6 provides a detailed comparison between the binary search and quaternary search algorithms. 

The analysis is conducted on an array ranging in size from 10 to 100, comprising randomly sorted values. 
The graph illustrates the relationship between the array size and the time taken to locate the key, measured 
in milliseconds (ms). The findings highlight the considerable efficiency superiority of quaternary search 
over binary search, suggesting its capacity to enhance search performance across diverse applications. 

 
Figure 6. Performance comparison of quaternary search and binary search 

 
4. Discussion 

The study compared the performance of binary search and a proposed quaternary search algorithm 
for searching in sorted arrays. Both algorithms were applied to a sorted array with uniformly distributed 
random numbers. The worst-case time for each algorithm to find elements was recorded, along with the 
number of steps taken. The experimental results indicate that the binary search iterative approach outper-
forms the binary search approach [15]. Similarly, the quaternary search performs better than the binary 
search. Overall, the study suggests that the quaternary search algorithm may offer improved performance 
compared to the traditional binary search algorithm, particularly in scenarios involving large datasets. 
Further research could explore the efficiency of the quaternary search algorithm in various search contexts 
and dataset sizes to validate its potential advantages over binary search. 
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