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Abstract: A detected type of cancer is breast cancer commonly in women. According to some 

estimate one in nine women is diagnosed with breast cancer. It is unfortunate that due to a lack of 

proper facilities, the diagnosis of breast cancer in patients is being delayed, which is leading to an 

increase in the possible death rate. Many different statistical methods and Machine Learning 

algorithms are often employed in the study to make breast cancer detection more accurate. Machine 

learning (ML) has allowed doctors to achieve remarkable results, and healthcare is using ML-based 

models to detect breast cancer in women. This allows analyzing the healthcare data and uses the 

traditional computer-aided detection (CAD) to assess breast cancer. Machine learning has become 

an accepted clinical practice and allows doctors to evaluate the ML model to detect breasts at an 

early stage. A major aim is to diagnose patients with breast cancer by analyzing the data of patients 

and classifying them into two categories, having diagnosis results as Benign "B" or Malignant “M”. 

In this study different machine learning algorithms are used to classify cancer as either its malignant 

or benign. The Kaggle data set was used for applying these algorithms to get the best accuracy. MLP 

is more efficient and accurate algorithm to classify the breast tumor. And here also fitted the 

matthews_corrcoef for MLP is 0.89% and accuracy score for the random forest is 0.94%. 
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1. Introduction 

    Cancer is the leading cause of death among women in the world. Breast cancer deaths are rising alarmingly 

around the world. Breast cancer is the most common cancer in women worldwide. According to the survey in 

2018, the speed of breast cancer in 2.4 million women can be estimated from the fact that one out of every 4 

women suffers from cancer [1], [2]. Breast cancer is lower rates in Asian Countries than in Western Countries. But 

over time, the rate of breast cancer has increased in Asian countries as well [2]. According to recent estimates, the 

ways cancer patients are being registered in Pakistan one in nine women suffer from this problem. Pakistan ranks 

first among Asian Countries where the rate of cancer in women is increasing with age [3]. It is unfortunate that 

due to a lack of proper facilities, the diagnosis of breast cancer in patients is being delayed, which is leading to 

an increase in the possible death rate [4]. If breast cancer is firstly approached by scientific method then, the 

survival rate of Pakistani women can be significantly improved [5]. There is no repository or database related to 

any disease also as breast cancer in Pakistan, but only the hospital is referred for data, which includes the number 

of new cancer patients and their annual death rate [6]. The use of breast cancer screening techniques in modern 

times has shown that the rate of cancer in women varies in Asian countries and Western countries [1].    
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     The breast cancer in the women of Western countries has been increased in women aged 50 and over. In 

developing countries, on the other hand, younger women have been found to have 47% more breast cancer than 

older women. Breast cancer as usually found in women in their 40s and 60s in the Asian population. Breast cancer 

patients in Asian countries, especially India, Korea, and Japan, range in age from 40 to 49 or 50 to 55 years [7]. 

Breast cancer is a type of disease that starts from out-of-control cells in breast tissues. It develops anywhere in the 

body by the crowd of our cells. It makes it difficult for the body to work. Mostly it starts from a tumor or the 

growth of the tumor. Sometimes a lump called a tumor, but not all the lump is cancer [8]. Which piece of the 

lump is taken out to find out its cancer is named a biopsy. Lumps that do not cause cancer are called benign. 

Lumps that spread the cancer dangerously in the body are called malignant. A complex group of diseases that 

have many possible symptoms like, Genetics, Environmental Factors, Lifestyle habits, Carcinogens sometimes 

there are not obvious causes. Medications often help to reduce or kill cell growth. Every drug is different working 

or used together to treat the cancer patient. The abnormal growth of cancerous breast tumors is not spread outside 

of the breast. All the treatments are not permanent, but it also defines in many sessions such as 8 to 12 onward. 

Most breast cancers start in different parts of the breast.one of them is Ductal cancer which starts from the nipples 

that carry milk is named ductal cancer, the second cancer that occurs in the glands that makes milk in the breast 

is called lobular cancer. A small number of breast cancers that start in the tissues of are called Sarcomas & Lym-

phomas. A less common type of breast cancer is Phyllodes tumor and Angiosarcoma [9]. Not at all the causes of 

breast cancer are lumps in a breast. Breast cancers are also found on screening mammograms. It detects at the 

early stages of cancer before its symptoms are developed. 

 

Many women come in for regular screening or checkups and examination of breasts. About 74% of women 

go for routine screening in addition to the DM. The radiologists take into account the final assessment category 

that is based on DM. Israeli women who are aged 50-74 are given free screening services for breast cancer. When 

DM has to be performed, including future and early screening processes will require. This indication appeared 

for around 15.5% of women. In this way, the results will be clear so the different situations are distinguished 

while the suspicions are excluded. Women between the ages of 45 to 50 are more likely to get the disease than 

other women. If they get regular screening it will become easy for them to detect the disease and get treatments 

at the right time. The screening policy in many countries is free and women can avail these services if they plan 

to take care of their health in the future [10]. As women age they take the self-examination for breast cancer, this 

is what they discussed in the questionnaires too. If you have a family member or relative with breast cancer it is 

more important to get regular screening to avoid any bad happenings. Women who are into smoking and drink-

ing are also at risk of this disease. 

 

1.1 Risk factors  

The risk factor of breast cancers is necessarily meaning you will develop breast cancer. Many women de-

velop breast cancer with unknown risk factors. Other than, if you are women, this in itself is a very high risk of 

getting cancer. If you have a biopsy before, then your risk of breast cancer increases. A chance of increasing your 

age, you are more likely to get breast cancer. Mainly we see the diagnosed breast cancer particularly at a young 

age if your sister, mother, and daughter were diagnosed. Meanwhile, many women have no family history of 

this disease. In fatty women, we see obesity is a major cause of cancer. The Menopause Cycle before the age of 

twelve or at an older age also increased in breast cancer. These women have also shown signs of cancer that have 

never been pregnant after the age of 30 except those women who had one or more pregnancies at this age. Hor-

monal therapy of estrogen and progesterone to treat the symptoms of menopause also cause the major risk factor 

of breast cancer so it is an important way to aware woman to stop these medications. Other factors of breast 

cancer are drinking more alcohol, tobacco, and other types of drugs [11]. Women who have been diagnosed with 

cancer of the colon, ovary, or Endometrium increases the risk of breast cancer. When your symptoms appear, talk 

to a qualified doctor or a close friend or even a close person to your family. At the right time, with the help of a 

doctor’s advice, the risk of breast cancer can be reduced. The fat tissues in the bodies are the main source of stop 

producing hormones in ovaries. Having fat tissues increased the level of higher estrogen. After the study of breast 

and relationships between diets are suggested that it also reduce its risk. A very low-fat diet maintains the risk 

factor. Estimating and measuring the weight of a healthy body can be done with BMS. Eat the foods full with 

omega-3 and fatty acid avoids processed meat and Tran’s food [12].  
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1.2 Survivor of Cancer 

A cancer survivor is a type of person who is still living. Every survivor of cancer has its individuals, con-

cerns, and challenges. A good first step is being able to recognize your fear, shyness and talk about them. They 

find support from friends or family members, your healthcare team, individual counseling, and the support from 

the place where you receive your treatment. A survivor may experience a great mixture of fear, guilt, sorrow, 

concern, and strong feeling. The two main types of survivors are firstly the people who appreciate their life after 

they diagnosis it and accept their disease. Secondly, others become anxious uncertain about the challenges and 

pain they face. They may feel much stress with their visits to healthcare and their relationship built them. The 

people miss their source of support. It is a bitter reality that a survivor also faces worries and challenges over 

time such as emotional challenges, any late effects of treatment, fear of recurrence, sexual health, fertility con-

cerns, and financial issues [13]. Over the last 55 years, we see the ratio of increasing cancer patients. According 

to a 1971 survey, 3 million people have cancer. Today that number has grown from 3 million to 15.5 million. 

About 67% of people get survived each year. 17% of all cancer survivors are diagnosed 20 years ago. 47% of 

survivors are at the age of 70 or older [14]. It is the main responsibility of people to try to make their lives better, 

to be kind to them, cooperative with them, not to hurt them and to accept them with their weakness [15]. A 

process that is discovering useful information from a big dataset, functions, and data mining techniques helps 

to find any kind of disease, statistics, database, fuzzy sets, neural network, and warehouse help in the diagnosis 

of different cancer diseases [16] For example, lung cancer [17], leukemia [18] and prostate cancer. The detection 

of the traditional methodology of cancer is based on “the gold standard”. There are three types of tests performed 

in data mining like pathology test, clinical examination, radiological imaging [19]. The presence of cancer in this 

procedure is regression process, the techniques and algorithms are based on a model design in new machine 

learning. In the proposed model the unseen data provides a good exact result on testing stages [20]. The main 

three stages of machine learning that will be applied to available datasets are preprocessing of data, selection of 

features or its extraction, and classification [21]. A major process that actually helps to predict the symptoms of 

cancer is called feature extraction. It elaborates cancer set by analyzing the data of patients and classifying them 

into benign and malignant tumors [22]. Using machine learning and data mining methods, we predict many 

types of breast cancer at an early stage. Regression and classification are the definite techniques [23], which have 

higher chances of predicting breast cancer in patients. By using the datasets, we trained our model and apply 

many algorithms to get more accurate kinds of breast cancer. 

 

1.3 Why Machine Learning? 

The machine learning algorithm can help doctors to detect breast cancer. The method uses the dataset of 

mammograms to detect cancer at its first stage. This is a definite method and has higher chances of early detec-

tion of the disease. The doctors view the electronic health records of the patient, and this helps them to make 

breast cancer detection more accurate. Machine learning has more accuracy as compared to radiology [24]. Dig-

ital mammography (DM) is the major method used to detect breast cancer. The screening for breast cancer in-

volves the diagnostic and other health care data of the patient. Machine learning has been introduced in clinical 

practice, and the radiologist is evaluating mammograms using the techniques of machine learning. If an abnor-

mal finding is detected during a diagnostic, then additional mammographic tests are carried out. The imaging 

modalities indicate the chances of risk of breast cancer in women. If a lesion or something suspicious is detected, 

then the machine learning methods are further used to analyze the risk and cause of cancer [25]. If something 

suspicious is found, then a biopsy is recommended. Analyzing the images can be challenging because there can 

be a subtle difference between lesions and the fibrous glandular tissue that indicates cancer. Different lesion 

types are present in a small proportion and might not be able to appear in the screening. The average probability 

of the positive test result allows measuring the chances of breast cancer. The radiologist has reported that the 

86.9% sensitivity and the 88.9% specificity will indicate the risk of Breast cancer. The models can be identified 

based on clinical features that have allowed the physicians to estimate and identify the probability of women 

that can develop breast cancer. Machine learning (ML) has allowed doctors to achieve remarkable results, and 

healthcare is using ML-based models to detect breast cancer in women. This allows analyzing the healthcare 

data and uses the traditional computer-aided detection (CAD) to assess breast cancer. Machine learning has 

become an accepted clinical practice and allows doctors to evaluate the ML-DL model to detect breasts at an 

early stage [24], [25]. Combined machine and deep learning model that is based on the dataset. These are linked 

to mammograms and patient health records that improve the models in many ways. Many radiologists are avail-

able for screening purposes and it is an important part to detect cancer and start with the screening for breast 

cancer.  
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1.4 Improved Breast Cancer detection using Machine Learning Algorithms? 

Machine learning has gained a lot of importance medically. Due to machine learning the results come fast 

and analyzing the situation will also become better. Radiologists can come up with better reports and treat pa-

tients will a lot more effort. Benign ones are not difficult to handle and the doctor may give some medications 

for it while the malignant ones can be dangerous and threatening [26]. If you look, machine learning is pretty 

much the same as data mining [40], [46]. 

 

1.5 Detection of Breast Cancer using Machine Learning Algorithms 

Breast cancer is a disease that is increasing the death rate every year. It is one of the most common types of 

cancers found among women. Classification and data mining methods have been effective in detection previ-

ously, but it does not work in the field anymore. The false results could be a problem here so the medical industry 

has moved further with machine learning. In the medical field, a lot of diagnosis and analysis is used and some 

of them may not be appropriate either. Different sets of machine learning algorithms are taken into account for 

obtaining data. The algorithms include Support Vector Machine (SVM), Decision Tree (C4.5), Naive Bayes (NB), 

and k-Nearest Neighbors (KNN) [27]. The major objective of these algorithms is to find out the correctness of 

classifying the data using machine learning. It has to be checked how efficient, effective, precise, and sensitive it 

is for obtaining accurate results. When the experiment and data are taken, machine learning proves to be 97% 

successful in extracting results. There is no doubt that deep learning has improved the detection of this deadly 

disease. All the algorithms will bring in good results and the radiologists can get their reports to facilitate patients 

[28]. Detection of breast cancer can be highly challenging as the images on the screening mammography has to 

be observed diligently. The image classification is difficult as the tumor occupies only a small area of the screen. 

The image will be augmented and ROI annotations have been available in a wide variety for the mammogram 

databases. It will help establish detection and classification methods that include the region-based convolution 

neural network and many variants. Even large mammography databases can lack a lot of ROI annotations. It is 

laborious and costly to assemble all these annotations. There are very few public mammography databases that 

are fully annotated to secure the best of results. It is not easy to prove whether these annotations can bring 

favorable results as many challenges have to be faced by radiologists [29]. A deep learning machine requires a 

large range of training datasets for it to become even more effective. The classification algorithms will be seen to 

check the cancer status on each image. However, for the accuracy to occur it may not be very favorable. Pre-

training is an important type of Machine learning to take place effectively. The machine learning Database has 

many images in terms while screening for the mammography all these elements will be taken into the picture 

[30]. A machine-learning algorithm allows doctors to predict breast malignancy, and the results come out in 12 

months. The algorithm helps to identify breast cancer and has helped to detect 34 of 71 (48%) women. These 

women's initial radiologist was negative, but with machine learning, their cancer was detected in the year. The 

machine learning algorithm shows the white blood cells and also explains the functioning of the thyroid that 

indicates the risk of breast cancer. 

A major aim is to diagnose patients with breast cancer by analyzing the data of patients and classifying 

them into two categories, having diagnosis results as: (1) Benign "B" (2) Malignant “M” based upon his/her tumor 

features i.e. its radius, area, smoothness, texture, and perimeter. Machine learning classification techniques can 

be used on this type of problem statement. Malignant: it’s too much cancer. If it occurs in one part of our body, 

it spreads quickly to another part. And once the doctor removes it, it comes back easily. Benign: it is not very 

cancerous. It does not spread quickly to other parts of the body, as it does to any other part of our body. And 

once the doctor removes it, it does not come back easily. 

The paper structure is as follows: literature review is defined in the next section, methodology is defined in 

section 3, experimental results are defined in section 4, conclusion is defined in section 5 and references are given 

at last. 

2 Literature Review 

In this section, we have pointed out the prediction and extrapolation of subtypes related to breast cancer 

which smears a vital part in the identification and diagnosis of dangerous disease of the breast. In current years, 

deep learning frameworks, techniques, and methods exposed and revealed a well-intentioned enactment in the 

brainy and smart extrapolation of subtypes as well as breast cancer predictions. Conversely, the utmost of the 

outmoded and conventional deep learning models practiced particular modality data. Which could just have 

excerpted insufficient features? Thus, it could not establish and inaugurate a constant association in physiogno-

mies of patients and subtypes. 
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In a study, the researchers utilized the dataset that is indicated as TCGA-BRCA used in the form of a 

mockup set for the subtype. Also, it inspected and predicted the molecular reasons behind breast cancer. After 

this, they used a dataset of TCGA-BRCA in detailed experiments with the deep learning model. In this paper, 

they established a methodology. They assembled a Hybrid dep learning model. On the other hand, they pro-

jected multimodal data. They united the data of gene modality of patients with the data of modality yet com-

prised of images. Based upon that, they fabricated a multi-modal synthesis framework. 

 

The researchers claimed that the performance of computer-aided verdict in-short CAD for cancer could be 

promoted by modern improvements in deep learning combined with radionics mining high-level sorts and 

structures from the images of remedies in medical. They said that the cancer deformity of a breast is the most 

recurrent cancer among women and computer-aided structures. They also discerned that, based on deep learn-

ing approaches and procedures from images breast disease of re-counted potential accomplishments. In this 

paper, the researcher aimed to deliver an all-inclusive impression of the modern research exertions upon deep 

learning various radionics in the study area of the breast. 

 

In order to determine innovative structures for breast corpus taxonomy, they smeared a framework com-

prised of convolutional neurons with supreme two convolutional layers and a maximum of two layers of pool-

ing, and one layer termed as fully associated. In their framework of CNN, they showed an upsurge from seventy-

nine percent to eighty-six percent in testing paralleled to the outmoded frameworks of radionics. In preceding 

researches on the improvement of deep learning frameworks and approaches for cancer prophecies, the ap-

proaches were undeveloped and artless. Thus, with the pervasive awareness and consumption of DL, however, 

more they planned altered designs with cavernous convolutional fed with images of cancer to advance the diag-

nosis process [33]. 

 

To generate the deep learning of lymph nodes with images of metastasis, ten deep learning structures were 

automatically designated in the crucial regiment. An area beneath the curvature of 0.8 in the prime regiment and 

0.9 in the validation regiment was obtained. The anticipated deep learning model established for auspicious 

biased capacity. An additional signature model was established to advance distinguish the number of nodes of 

metastatic. In conclusion, a signature model for pre-functional extrapolation in images of metastasis position and 

quantities has been recognized for the patients suffering from cancer. Subsequently, deep learning dependent 

upon signatures might hypothetically afford an intrusive explanation to benefit clinicians in patients [35]. 

 

During normal clinical practice at the time of mammogram interpretation, the deep learning model assess-

ment of mammographic breast density was introduced to the radiologist. The proportion of mammograms eval-

uated as dense by all radiologists decreased from 47.0 percent before the implementation of the deep learning 

model to 41.0 percent after the implementation of the deep learning model. As a result, their deep learning model 

had a high rate of clinical acceptance among both academic and community radiologists and decreased the share 

of dense mammograms assessed. This is often an important move before possible widespread deployment to 

validate their deep learning model [36].  

 

Cancer may be a daunting health issue associated with high death worldwide. With the rapid advancement 

of high-throughput sequencing technologies and therefore the introduction of varied machine learning tech-

niques that have developed in recent years, improvement has been gradually made in cancer prediction sup-

ported organic phenomenon, providing awareness into effective and precise decision-making in care. Therefore, 

there's considerable current interest in developing machine learning models which will accurately differentiate 

cancer patients from healthy people. However, nobody approach outperforms all the others among the classifi-

cation methods applied to cancer prediction thus far. They demonstrated a replacement approach during this 

paper, which applies deep learning to an ensemble approach that integrates several different models of machine 

learning. They supplied five separate classification models with insightful gene data selected by differential or-

ganic phenomenon analysis.  

 

A deep learning technique was then wont to assemble the outputs of the five classifiers. The proposed multi-

model ensemble approach supported deep learning is shown to be accurate and efficient for cancer prediction 

by taking full advantage of various classifiers [37], [38]. 
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2. Materials and Methods  

Breast cancer is predicted in this paper using a variety of machine learning techniques. To fulfill this purpose, 

this paper is divided into two parts. The first part is to pre-process the data and the second part is to train the 

model for predicting Breast cancer. The dataset used to predict breast cancer is taken from Kaggle [39] where the 

data is available to the public so they can use it for their research. This dataset has 569 instances and 6 attributes. 

These six attributes are: 

Table 1. Attributes of the Dataset 

Attributes Description Range 

Diagnosis Diagnosis of  Breast  cells(1 = 

Malignant, 0 = Benign) 

0-1 

Mean_radius Between the distance from the 

center to the points on the pa-

rameter 

 

0-1 

Mean_texture standard deviation of Gray-scale 

values 

0-1 

Mean_perimeter mean size of the core tumor 0-1 

Mean_area  0-1 

Mean_smoothness mean of  local variation in ra-

dius length 

0-1 

 

Data pre-processing is an important step before classification. Data pre-processing includes data cleaning, 

data dimensionality reduction, data transformation, data normalization, and data processing. Our data cleaning 

technique includes filling within the missing values if present with the mean of the attributes. We represent can-

cer cell detection using the Pearson coefficient of correlation as a feature selection technique. There are various 

algorithms [41], [42] that predict breast cancer. We have selected the six best classifiers Support Vector Machine 

(SVM), Decision Tree (DT), Naive Bayes (NB), k Nearest Neighbors (KNN), Random Forest, Logistic Regression, 

and MLP. After reading the research papers produced the best accuracy with the lowest error rate. We will eval-

uate all these classifiers to check which will provide more accurate results for our proposed methodology with 

the lowest error rates for the prediction of Malignancy of Breast cancer cells. Our proposed methodology is illus-

trated in Figure 1. 

 

 

 

Figure 1. Our Proposed Methodology 

This diagram describes all the steps from beginning to end, how to pre-process the data and train the model 

by using this data and train the model to classify Breast cancer. 
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4 Experimental Results 

In this section analysis of data, data description and data pre-processing are discussed. We have used ma-

chine learning algorithms (ML) for the classification of the breast cancer either the cancer is malignant or benign. 

Here we have the basic steps of machine learning like exploring the dataset, Data pre-processing and cleaning 

then splitting and applying the model. First we have uploaded the data and read the data. Second we have ap-

plied preprocessing that is cleaning part shaking null values. 

4.1 Import Essential libraries 

We have used pandas with machine learning techniques for research. Firstly, we have imported our libraries 

then we used pandas to analyze the data, numpy for our mathematical calculation, seaborn and matplotlib for 

our data visualization.  

4.2 Reading Breast Cancer dataset 

We have made a dataset to understand and more readable form with the name mentioned as “df.head”. It 

contains 569 rows and 6 columns. The attributes/columns names are Mean_radius, Mean_texture, Mean_perim-

eter, Mean_area, Mean_smoothness and diagnosis. There are total 569 out of 357 malignant patients and 212 

benign patients. 

4.3 Data Visualization 

For data visualization pair plot is used for breast cancer data. In the pair plot, tumor is divided into two 

classes of malignant or benign. As you can see that the representation of malignant is 1 and benign is 0. Pair plot 

makes the data easier to understand. 

4.4 Heat map of breast cancer dataset 

The heat map makes it easy for us to understand the variety of features. In the right bar it represents that 

“higher the colors lower the valve”. As in this heat map like if the color is light it diagnosis that the patient has 

malignant tumor or if the color is dark it represents that the patient has benign tumor. 

4.5 Data Preprocessing 

In this portion we have checked that there are any null values or not. As you see below in Figure 4 there are 

no null values in this dataset. 

 

Figure 2. Pair plot of breast cancer dataset 
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               Figure 3. Heat map of breast cancer dataset 

 

Figure 4. Null values in the dataset 

 

Figure 5. Data types of each attribute 

 

For the information part, we have just checked that the data type and you can see that all the categories are 

in “float” expect the diagnosis which is in “int” part. The best model that provide the highest accuracy than other 

model and the parameters that can be used in measuring performance of the algorithms are discussed below. 

 

4.6 Modeling Method 

Six different types of classification models are used in this study that is the Decision Tree (DT), Logistic 

Regression (LR), Random Forest (RF), K-Nearest Neighbor (KNN), Support Vector Machine (SVM) and MLP. 

The main purpose of using these models is to give the best possible results for cancer prediction. Figure 6 de-

scribes the whole procedure of the model. 

 

First, the CSV file of our dataset was pre-processed. And then it was classified to build its own model to 

predict either the tumor is malignant or benign. This data is then divided into two parts, one for training the data 

and the other for testing the data. After training the trained data set for better classification of the model, it was 

found that MLP is the best model for cancer prediction accuracy or its effectiveness. After getting better prediction 

results through MLP, we compared it with the other models, DT, LR, RF, KNN, SVM. 
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Figure 6. Process of Proposed Model 

 

This section uses some parameters to measure the performance of six experimental classification models 

based on machine learning techniques. The confusion matrix used to measure these performance matrixes are 

True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN).  In this study following 

parameters and formulas are used to measure performance. 

Accuracy (Acc) Proportion of correct classification (true positives and negatives) from overall number of 

cases. 

Accuracy =  

 

Precision is the number of correct positive results divided by the number of predicted positive results. 

Precision =   

 

Recall is the number of correct positive results divided by the number of actual positive results 

Recall =   

 

The F-score is the Harmonic mean of Precision and Recall. 

F = 2 *   

4.6.1 Classification report using Random Forest 

Firstly, Random Forest model was used. Random forest is a kind of Ensemble classifier which is using deci-

sion tree algorithms [49]. And here also fitted the matthews_corrcoef for random forest is 0.80% and accuracy 

score for random forest is 0.90%. 

Table 2. Classification report for Random Forest 

 Precision recall 

 

f1-score 

 

Support 

 

0 0.89 0.88 0.88 48 
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1 0.91 

 

0.92 

 

0.92 

 

66 

micro avg 

 

0.90 

 

0.90 

 

0.90 

 

114 

 

macro avg 

 

0.90 

 

0.90 

 

0.90 

 

114 

 

weighted 

avg 

 

0.90 

 

0.90 

 

0.90 

 

114 

 

 

4.6.2 Classification report using Logistic Regression  

Secondly logistic regression model was used. Now from the name itself you might think that this is used for 

regression, but this is used for classification [47]. And here also fitted the matthews_corrcoef for logistic regres-

sion is 0.87% and accuracy score for random forest is 0.93%. 
Table 3. Classification report for Logistic Regression 

 Precision Recall 

 

f1-score 

 

Support 

 

0 0.94 

 

0.92 

 

0.93  

 

48 

1 0.94 

 

0.95 

 

0.95 

 

66 

micro avg 

 

0.94  

 

0.94  

 

0.94  

 

114 

 

macro avg  

 

0.94  

 

0.94  

 

0.94 

 

114 

 

-weighted avg  

 

0.94  

 

0.94  

 

0.94  

 

114 

 

4.6.3 Classification report using KNN 

Thirdly KNN model was used. It is very important algorithm for classification and regression that normally 

used in data mining. KNN is sufficient on working on small size of data that’s why it is very easy to implement 

[50]. And here also fitted the matthews_corrcoef for KNN is 0.87% and accuracy score for random forest is 0.93%. 

Table 4. Classification report for KNN 

 precision Recall f1-score Support 

0 0.94 0.92 0.93  48 

1 0.94 0.95 0.95 66 

micro avg 0.94  0.94  0.94  114 

macro avg  0.94  0.94  0.94 114 

weighted avg  0.94  0.94  0.94  114 

4.6.4 Classification report using SVM 

Fourthly SVM model was used. SVM is a kind of supervised learning used for classification and regression 

analysis [42]. And here also fitted the matthews_corrcoef for SVM is 0.87% and accuracy score for random forest 

is 0.93%. 
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Table 5. Classification report for SVM 

  precision Recall f1-score support 

0 0.94 0.92 0.93  48 

1 0.94 0.95 0.95 66 

micro avg 0.94  0.94  0.94  114 

macro avg  0.94  0.94  0.94 114 

weighted avg  0.94  0.94  0.94  114 

 

4.6.5 Classification report using Decision Tree 

Then decision tree model was used. Decision trees [43] are applicable in two different data mining techniques 

that are classification and prediction. It is used to visually define the rules which are simple to interpret and 

understand. Simply says it generates rules and we can visualize these rules by decision trees [44], [45]. And here 

also fitted the matthews_corrcoef for decision tree is 0.75% and accuracy score for random forest is 0.87%. 

 

Table 6. Classification report for Decision Tree 

 precision Recall f1-score support 

0 0.84 0.88  0.86  48 

1 0.91 0.88 0.89 66 

micro avg 0.88  0.88  0.88  114 

macro avg  0.87 0.88  0.87  114 

weighted avg  

 

0.88  0.88  0.88  114 

 

4.6.6 Classification report using MLP 

Lastly MLP model was used. And here also fitted the matthews_corrcoef for MLP is 0.89% and accuracy 

score for random forest is 0.94%. 

Table 7. Classification report for MLP 

 precision Recall f1-score support 

0 0.94 0.94 0.94  48 

1 0.95 0.95 0.95 66 

micro avg 0.95  0.95  0.95 114 

macro avg  0.95  0.95  0.95  114 

weighted avg  0.95  0.95  0.95  114 

 

4.7 Discussion 

In the given below graph different algorithms random forest, logistic regression, KNN, SVM, decision Tree, 

and MLP are illustrated. In this graph three things about cancer prediction will be represented, one is accuracy 

second is F1_score and the third one is matthews_corrcoef. As their accuracy is mentioned on the below graph 

the best algorithm that can classify the tumor either it is malignant or benign is the MLP algorithm. MLP algo-

rithm is one of the best algorithms accuracies or it can also provide the best MCC ratio rather than other algo-

rithms.   
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                      Figure 7. Best Accuracy Algorithm 

In a random forest, it will provide 0.90% accuracy. Or in logistic regression, it will provide 0.93% accuracy. 

Or in KNN it will provide 0.93% accuracy. Or in SVM it will provide 0.93% accuracy. Or in a decision tree, it will 

provide 0.87% and lastly, MLP provides 0.94% accuracy. According to this percentage of accuracy, we suggest 

that MLP is best for classify the breast tumor. 

5. Conclusions 

There are many methods of data mining and machine learning to learn medical data. The most important 

issue in the area of data mining and machine learning is how to create a better classifier that is useful for medical 

science applications. The algorithms I have used in my research are six comparatively logistic regression, random 

forest, KNN, SVM, decision tree, and MLP.  

The highest accuracy is given by the MLP algorithm which is 0.94%. In contrast, the lowest accuracy is given 

by the decision tree which is 0.83%. The main aim of using machine learning algorithms is to make it easier to 

detect tumors, while in the field of medical science it takes more time and more money to do the same things. 

Machine learning techniques work as a clinical assistant in any system for new doctors and physicians to diagnose 

breast cancer. MLP has proven to be the best of all the techniques to predict breast cancer. Further use of MLP 

can have amazing benefits in predicting cancer. At the end of this research, we suggest that machine learning 

techniques are able to predict any disease automatically more accurately. 

5.1 Recommendations 

Machine learning models are improving day by day and we can use them in different fields, it is also pos-

sible to use new and more advanced models to better compare the results. One of the machine learning models 

is that more layers and parameters the model has, more data results in better performance will be. 

The sample size which was used for this study is small so it is recommended that the classification models 

can be impalement on large size data. These models can also be used on the whole tumor classification of the 

experimental base. It is also recommended that to use a different combination with the ML model. 
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