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Abstract: Spam is the term for unsolicited and indiscriminate mass emails that are not wanted by 
the recipients and are often motivated by economic interests. Despite ethical concerns, many 
organizations persist in employing spam as a marketing tactic. Spam emails pose a significant 
challenge in today's digital landscape, potentially causing financial harm to businesses and 
annoyance to individual users. In order to address this issue, advances in natural language 
processing (NLP) have been applied to increase spam detection programs' accuracy. Specifically, 
efforts have been directed toward optimizing the performance of the already existing BERT 
(Bidirectional Encoder Representations from Transformers) transformer model. BERT utilizes 
attention mechanisms to contextualize the content of text data, enabling more effective 
discrimination between spam and non-spam (HAM) emails. The training of deep learning 
transformer models on text data through self-attention methods makes them significant. This 
dissertation explores the real-time classification of spam and ham emails using Google Bidirectional 
Encoder Representations from Transformers (BERT) base uncased models that have already been 
trained. The study trained several models with the goal of distinguishing between spam and ham 
emails using Enron datasets that were made publicly available. One of the models that was created 
performed well enough to classify emails with accuracy. Utilizing Enron datasets during the 
training phase allowed the model's hyperparameters to be adjusted for the best spam detection 
results. The same hyperparameters from our model were used to fine-tune the model. An F1-score 
in each model is at or above 0.9 when they are each using the appropriate dataset. 98% of the time 
was accurate overall, while the F1 score was 99%. The consequences and research results were 
examined. The study's findings demonstrated the effectiveness of the suggested strategy with 
remarkable performance metrics: 98% accuracy, 99% F1 score, 96% precision, and 99% recall or true 
positive rate (TPR). Furthermore, it was found that the true negative rate (TNR) was 73%, while the 
false positive rate (FPR) was 47%. The method's success demonstrates how well it can differentiate 
between emails that are spam and those that are not. 
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1. Introduction 

Email spam has significantly increased along with the exponential growth of internet users, and it is 
becoming a tool used for immoral and unlawful activities. Phishing, deception, and behaviors. Spam takes 
up storage space and connection capacity, requires the user to read through unwanted mail, and wastes 
their time. They are able to rapidly and simultaneously deliver their unclear message to several email 
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accounts. [1]. When an email is sent that is not requested, the recipient has not given permission to receive 
it. Since the previous ten years, using spam emails has become more and more common. On the internet, 
spam has grown to be really unfortunate. Spam interferes with users' capacity to make the best use of their 
time, storage, and network resources. Spam overload on computer networks negatively impacts a number 
of factors, such as memory on email servers, user productivity, CPU use, and bandwidth for 
communication [2].  

Spam is becoming a bigger problem every year and accounts for more than 77% of all email traffic 
worldwide [3]. Furthermore, a sizable percentage of emails (45.37%) in December 2021 were categorized 
as spam. July 2021 saw the peak of the global spam volume between 2020 and 2021, with 283 billion out of 
336.41 billion emails being classified as spam. Out of 105.67 billion emails sent worldwide in September 
2021, almost 88.88 billion were spam emails [4].  In December 2022, spam accounted for more than 45 
percent of all email traffic. Remarkably, with 29.82% of the world's total amount of unsolicited spam emails, 
Russia became the primary source in 2022. It is an indisputable fact that spam accounts for the great bulk 
of unwanted emails that advertisers send out on a daily basis. The United States was the country that 
produced the most spam emails per day as of January 2023.Although a lot of people think that emails with 
such content should go in the spam bin, marketing communications are usually innocuous, even if they 
annoy the recipient. [5].  

A monthly observation of the global spam share of email traffic shows the global prevalence of spam 
together with an estimated quantity of unsolicited emails (see Figure 1). [5]. 
 

 
 
 
 
 
 
 
 
 
1.1  
 
 

Figure 1. SPAM email traffic [5] 
1.1 Background 

Emails are a convenient means of communicating important information for certain consumers and 
company concerns. The practice of sending unwanted or promotional emails to a list of recipients via email 
is known as “email spam”. When an email is sent that is not requested, the recipient has not given 
permission to receive it. Since the previous ten years, using spam emails has become more and more 
common. On the internet, spam has grown to be really unfortunate. Spam wastes message speed and 
storage capacity [7].  

Generally speaking, unsolicited messages sent by spammers via email are referred to as junk email 
or spam. The procedure gathers the email address from the internet and uses the username of the domain 
to send the message. In fact, a variety of techniques and technologies, including mail transfers, spoofing, 
botnets, open proxies, bulk mailing programs like mailers, and more, are used to generate spam for 
commercial purposes. Spam filtering is quite difficult for a variety of reasons. When it comes to dealing 
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with spam emails, users face a variety of challenges, such as network congestion, storage capacity 
limitations, computing limitations that impair the effectiveness of email searches, time-consuming 
processes, and increased security vulnerabilities. Therefore, improving the security and efficacy of email 
filtering is crucial [8].  

The benefits of using deep learning for natural language processing (NLP) jobs have been brought to 
light by a new player in the spam processing transformer space. [59]. The models' efficiency was improved, 
which resulted in a significant decrease in processing time. In the past, techniques like Gated Recurrent 
Units (GRU) and Long/Short Term Memory (LSTM) were frequently used for this. [9], and models based 
on recurrent neural networks (RNNs) [10] has to wait to get the previous time step data. As the model 
developed, it processed the data in a sequential manner without taking into account data points that had 
already been used, which made it difficult to capture long-range dependencies. Transformers, on the other 
hand, deal with this problem by parallelizing computations and including word position through position 
encoding. Moreover, they use a multiheaded self-attention mechanism to manage inputs and long-range 
relationships with skill. [11]. Many pre-trained models have been built on top of transformers, one notable 
example being Bidirectional Encoder Representations from Transformers (BERT).Google developed BERT, 
which has gained recognition for its simple design and exceptional usefulness. Transformers are typically 
designed with both encoder and decoder parts; however, BERT only uses the encoder part and discards 
the decoderIn the case of the BERT models, large datasets that comprise of numerous textual documents 
from the Wikipedia and Book Corpus were used [61]. Thus, these models often give two outputs. Tasks for 
which language translation is useful, such as speech tagging and name entity recognition, are generally 
among the first to be considered. That category of applications, which includes, sentence analysis, fake 
news identification, make use of the other output. This paper aims to establish a powerful anti-spam 
system that utilizes natural language processing (NLP) along with the pre-trained Bidirectional Encoder 
Representations from Transformers (BERT) model. BERT is a pre-trained model intended to sail the 
turbulent waters of Natural Language Understanding tasks which was brought by Google AI in 2018. The 
role of this is to assist the machine to understand the context of the texts inputs. BERT advances its 
effectiveness performance throug the transfer learning that ensures it uses its original training to adapt to 
the specific tasks. BERT is a flexible tool for NLP positions due to its the Transformer model foundation 
and adeptness in finding intricate linguistic subtleties. Modeling the sentence prediction and masked 
language modeling tasks have been the main two tasks on which BERT has been trained. 

The model is provided with sets of sentences in the sentence order prediction task and the model 
objective is to decide whether one pair of sentences follows another. The language masking mechanism 
entails feeding sentences to the model that comprises of covered or hidden words; the model thus has to 
guess these concealed words in the input sentences. BERT’s training dataset is diversified, and it includes 
all English Wikipedia articles and 11,038 books. This means BERT can learn the English linguistic 
environment with great accuracy. The phrase is shivered into the BERT model as input, and each word is 
then decomposed and re-entered into the model. For transforming a tokenized word, to create vectorized 
representation, BERT incorporates the encoder part of the model based on the transformer, a type of neural 
network [12]. 

BERT is distinguished from the previous RNNs like LSTM and the Transformers by their use of the 
encoders [13] or RNNs [14] [15]. This is a case of a sentence being processed as one unit the encoder 
processes all the inputs at the same time. Hence, BERT forms context for words by looking at both followed 
and following, whereas LSTM or RNN models, which take into account only previous inputs during 
processing, look at solely preceding inputs. Therefore, this difference is actually represented by a number 
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value that serves as a vector output. Likewise, in the phrases "I need the apple product" and "I need the 
apple," the LSTM or RNN would assign the same value of each word. BERT has shown to be quick enough 
when used, but generates fresh vectors for every word, giving an increased speed in this case. 

This study's objective was to create a reliable spam email detection system by utilizing the BERT basic 
uncased model that already existed. The Hugging Face Transformers collection contained resources that 
the researchers used to help with message classification. In order to identify the spam classification of 
incoming messages, they concentrated on extracting the second output from Google's pre-trained BERT 
basic uncased model [13]. Three major conclusions are highlighted in this studyInitially, researchers 
layered numerous layers atop the 768-length output vector to establish the ideal sequence length, learning 
rate, and model architecture. After that, they pre-processed hyperparameters such as learning rate and 
sequence length such that the pre-trained BERT uncased base model could be independently trained on 
four different datasets. This method expedited both the training procedure and the final model architecture 
selection. Then, using the Enron datasets, the suggested Bert model was tested with different tests and 
mini-batch sizes. Metrics including recall, precision, F1-score, and accuracy were employed. Using a 
publicly accessible dataset that contains both spam and ham emails, the system's efficacy is evaluated and 
contrasted with many state-of-the-art methods. Generally speaking, emails are categorized as spam and 
ham. The message that most people want to hear is ham. The user just needs to make sure that their mailbox 
contains just ham messages. Spam is any unsolicited email. Spam has developed into a powerful 
advertising strategy for reaching a wider audience with product information.  A spam detector is an 
application that is intended to identify and stop unsolicited, undesired, and virus-filled emails from getting 
into a user's mailbox (shown in Figure 2).Separating spam from real (ham) emails is the main objective of 
spam filtration. This dissertation presents a novel method for applying Natural Language Processing (NLP) 
techniques to classify emails into categories such as spam and ham. 

 
Figure 1. Email types (spam or non-spam) 

2. Literature Review 
Research projects by a multitude of academics have made significant contributions to the subject of 

spam identification. Machine learning is the process of teaching a computer system to carry out particular 
functions, such as classification and regression, on its own. Machine learning algorithms are given 
directives or guidelines, frequently in the form of algorithms, to solve issues by obtaining data attributes. 
When using machine learning techniques, programmers frequently need to manually extract features. 
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Nandan Parmar [17] Combining the integrated Naïve Bayes (NB) algorithm, a machine learning 
methodology, with Particle Swarm Optimization (PSO), a computational intelligence method, a novel 
framework is built for spam email identification. This method improves the parameters of the integrated 
NB model through PSO, which raises the overall classification accuracy. It does this by using the ling spam 
dataset for training. With a 7.75% increase in classification accuracy, the integrated NB and PSO strategy 
performs better than the individual NB method, according to the results. The efficacy of the suggested 
method is demonstrated by evaluation measures including recall, precision, and F1 measure, which 
achieve over 95% accuracy in comparison to conventional machine learning techniques. 

Jáñez- Martin [18] Combining TF-IDF and NB techniques produced a TF-IDF and SVM model that 
had the fastest spam classification rate and an impressive F1-score of 95.39%. 

S. Zubair etal [19] enhanced the spam detection on the websites under study by proposing framework 
for comment spam identification that uses a hybrid categorization technique. More ideal and adjusted 
features were chosen with the use of a weighting mechanism, and the suggested method's accuracy rose 
from 93 to roughly 96%. Prior research included fewer spam features and did not give weighting 
algorithms any special consideration. 

Shuaib et al. [20] The whale optimization technique was employed in their study to choose features 
for email spam detection. The findings showed that the random forest algorithm classified emails with a 
precision higher than 95% after the feature selection step. 

A system for spam email detection was developed by Kumaresan et al [21]. Feature selection involved 
the Cuckoo Technique where textual and visual traits were employed and a hybrid kernel-based support 
vector machine (HKSVM) classifier was then used for classification. The framework had a made an 
accuracy of about 94.11% which was notable to the existing spam detection approaches. It had a higher 
precision than the current spam detection technologies. 

In the Study by Tsehay Admassu [22] One supervised learning algorithm was used upon the pre-
processing of the dataset. The data repository of Kaggle contains the spam dataset featured in this study, 
which was composed of 4,601 samples with 58 descriptive features. Synthetic minority oversampling 
(SMOTE) was applied to reset the imbalance of the class in the original dataset. The method was employed 
in the RG model for classification which resulted in the prediction of spam emails with amazing 96.6% 
accuracy. 

N. Varun et al. [23] Examined the level of performance of the random forest model in the spam 
filtering. The model of random forest was explored using test data. With the accuracy score of 95%, the 
results of running the trial have indicated that the random forest model is accurate. Furthermore, the study 
also completed a comparison between random forest model and clustering techniques, concluding that 
random forest model is better than clustering with regard to spam identify of emails. 
O. Olatunji [24] proposed a spam detection model using support vector machines in (2019) as these are able 
to reach the best parameters and enhanced performance when tuning the systems. The experimental results 
demonstrated that the proposed model performed better than all theother methodsis that have been 
developed on the collective dataset employed in this study. 95.87% and 94.06% form the accuracies of 100% 
and 94.06% of the testing accuracy sets. The test has a 3.11% higher accuracy than the latest related study, 
with its 94.06% accuracy rate. 

Without the need for human interaction, deep learning solves the given job autonomously by 
mimicking human brain activity [25]. A neural network with numerous layers and a multitude of 
parameters is used in deep learning. Using a few hyperparameters to give the architecture shape, deep 
learning automatically extracts features. A neural network with numerous layers and a multitude of 
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parameters is used in deep learning. Because of this, deep learning approaches outperform their machine 
learning counterparts in the majority of areas.  

Abdullah S [27] For the purpose of filtering spam emails, the effectiveness of several models was 
evaluated, including deep learning, decision trees (DT), support vector machines (SVM), Naïve Bayes (NB), 
random forests, and extreme boosting. The convolutional neural network (CNN) performed the best out 
of all of these models, properly classifying spam emails at a rate of 96.52%. 

Safaa S.I. [28] proposed using feature selection in a genetic decision tree to identify spam emails. Ac-
cording to the experimental results, genetic decision trees perform better than conventional decision trees. 
Furthermore, a model for email spam filtering based on support vector machines was created [11]. The 
study put the established model for email spam filtering to the test. According to the experimental results, 
the constructed model attains a 94.06% accuracy score. The study does not compare the developed model 
with the existing machine learning model, even if the developed model achieves higher accuracy. The ex-
tant literature emphasizes that comparison studies concerning email spam detection mostly concentrate on 
a narrow range of machine learning approaches. Furthermore, accuracy is frequently the major factor used 
to assess supervised learning models in this field. Thus, the purpose of this study is to investigate the 
efficacy of seven supervised learning algorithms using a variety of performance metrics, such as F-score, 
receiver operating characteristic curve (ROC), accuracy, and precision. 

Jie [29] The M-BERT multi-type bilingual language spam detection technique, which included image-
based spam detection and attained an astounding accuracy rate of almost 96%, was examined in this study. 
In addition, M-BERT showed a respectable F1 score of 96% and a 96% Maximum Recall and Precision. This 
field of inquiry benefited further from Lee's work, which gathered phishing emails [30] A rate of 87% ac-
curacy was demonstrated by using the Sophos AI-recommended CATBERT model. Other uses for the 
BERT model include sentiment analysis, deception detection, and the detection of fake news. Jie [31] Ad-
ditionally, the research explored the field of unsupervised deep learning, which is a technology that has 
been proposed for the identification of fraudulent information on social media sites. Additionally, Barsever 
looked into this matter as well [32] suggested a model for lying detection that uses a novel generative 
adversarial network. In his academic paper, the author suggested a sentiment analysis framework that 
made use of BERT and convolutional neural networks (CNN) have attracted a lot of interest in recent stud-
ies. [33], Achieving 90.5% and 85.2% accuracy rates, respectively, indicates noteworthy performance levels 
for both models. 

The effectiveness of using natural language processing (NLP) to identify phishing emails was tested 
by Egozi et al. [34] The features they collected included word counts, stopword counts, punctuation counts, 
and originality variables by processing samples of email content. An ensemble learning model, specifically 
based on a linear kernel Support Vector Machine (SVM), was trained using all 26 characteristics that were 
extracted. This model showed that it could correctly detect over 80% of phishing emails and 95% of real 
(ham) emails. 

Natural language processing methods were used by Egozi and Verma [35] to identify phony emails. 
To distinguish between spam and legitimate emails, their algorithm selects 26 features using a feature 
selection method. With just 26 parameters, their method successfully distinguished between more than 95% 
of authentic emails and 80% of phishing emails. 

A preview of their examination of previous research on content-based spam detection systems is 
shown in Table 1. With just 26 parameters, their method successfully distinguished between more than 95% 
of authentic emails and 80% of phishing emails. 
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Researchers have been working to make email a secure communication for the past few decades. One 
of the main components of a secure email platform is spam filtering. There have apparently been 
advancements in a number of study areas, yet there are still some unrealized possibilities. Classifying spam 
emails has been a popular field of research with the goal of tackling new problems. Much work has been 
done over the years to improve email usability for users using a variety of tactics and approaches. 

Table 1. An assessment of state-of-the-art methods for identifying spam emails. 
Author Classifier Accuracy Data Set 

Ashish Salunkhe 
[36] 

 
 
 

Bilstm + At-
tention+Glove  

(100D) 
 

CNN+LSTM+D
oc2Vec+TF-IDF 

 
 

90.25% achieved 
 

92.19 % achieved 
 

 

Spam corpus spam cor-
pus consisting of 1600 

hotel reviews 
 

Corpus Spam 
 
 

Abdulhamid et al [37] 
 
 
 

Diverse Machine Learning 
Techniques 

Achieved Accuracy of 
94.2% 

UCI Machine learning 
Repository 

 

Pooja Malhotra [38] 
 
 
 
 
 

Different Algorithms for Ma-
chine Learning (Random 

Forest, Gradient Boosting, 
DT, Naïve Bayes, Logistic 
Regression, and Dense Se-

quential Model) 

Random Forest has 
Achieved highest accu-

racy of 96.8% among 
all machine learning 

classifiers 
 

The F1 measure of Bi-
LSTM is 96%, and its 
highest accuracy is 

96.5%. 94% accuracy 
and 94% recall in preci-

sion 

 
Enron Dataset 

 
 

Sharma and Bhardwaj 
[39] 

 
 
 

For spam mail detection 
(SMD), a novel method com-
bining a variety of machine 
learning approaches—in-
cluding feature selection, 

data preprocessing, dataset 
organization, and a special 

hybrid bagging technique—
is utilized. The techniques in-
clude Naïve Bayes and the J8 
decision from four models. 

Attained 87.5% accu-
racy rate. 

 

Ling spam dataset 
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Ali Hosseinalipour 
[40] 

 
 

An innovative method for 
spam identification suggests 

an improved method that 
makes use of the horse herd 
metaheuristic Optimization 

Algorithm (HOA). This strat-
egy has various advantages 

over other approaches like K 
nearest neighbors, naïve 

Bayesian, multilayer percep-
tron, and support vector ma-

chines 
neighbors, and gray wolf op-

timization 

 
Achieved an accuracy 

of 96% 
 
 

UCI data set 
 

Nandhini S [41] 
 
 
 
 

Several machine learning ap-
proaches are used to evalu-

ate performance, such as De-
cision Trees, Support Vector 

Machines (SVM), Logistic 
Regression, K-nearest neigh-

bors (KNN), and Naïve 
Bayes. 

 
90%, 79%, and 93% 
accuracy rates were 

reached. 
 

 
UCI Machine Learning 
Repository Spambase 

 

K.lyyengar et.al [57] 
 
 
 
 

 
• INB Integrated Navie 

Bayes 
 

• PSO Particle Swarm Op-
timization 

With INB, the maxi-
mum accuracy at-

tained is 95.5%. 

Spam Base emails dataset 
 

S. Suryawanshi et.al 
[58] 

 
 
 

SVM utilizing KNN 
 

With SVM, the maxi-
mum accuracy at-

tained is 97.5%. 

5674 Labelled Dataset 
 

3. Materials and Methods  
In this study, we provide our main contribution and our suggested method for spam detection using 

the BERT model and transfer learning. With the help of attention mechanisms, Google AI unveiled the pre-
trained model BERT Transformer, which is able to understand the contextual relationships between words 
in phrases. The encoder in the model is in charge of encoding textual input, and the decoder in the model 
decides the output outcome according to the predetermined objective [42]. The Hugging Face Resource Kit. 
[44] Based on the developed API, the Simple Transformers framework is created. [43], Using the Simple 
Transformers framework, the bert-base-cased model was built. A dataset including 800 million words from 
BookCorpus and 2500 million words from the English Wikipedia was used to train it [45]. A predetermined 
set of hyperparameters, comprising a sequence length of 300, three epochs, a batch size of 32, a learning 
rate set at 4e-5, and optimization via the AdamW optimizer, were used throughout the model's training. 
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3.1 Datasets description 
32,638 emails total in the sample, of which 16,544 are classified as spam and 16,094 as ham. This is a 

widely used dataset that provides almost all possible sample combinations and is considered a classic 
benchmark in spam categorization. 

 
Figure 2. Dataset Description 

3.2 Transformer Model 
For deep learning problems, transformers are an advanced neural network design; BERT stands for 

bidirectional encoder representations from transformers. Both input and output pieces are linked in this 
model, and dynamic weightings are assigned based on how they relate to each other contextually a process 
known as attention in natural language processing (NLP). One unique property of BERT is its capacity to 
process text in both left-to-right and right-to-left directions simultaneously. This is not the case with 
traditional language models, which handle text inputs in a sequential manner. BERT uses attention-based 
bidirectional learning, which it learned through masked language modeling and next sentence prediction 
challenges, to understand subtle contextual differences between words in a phrase. The BERT transformer 
model, created by Google AI, is made up of two main parts: an encoder that processes text input and a 
decoder that determines the output result depending on the given aim [62]. In this instance, the Hugging 
Face Foundation's software development kit is used [64] Based on the main transformers library's 
architecture, the Simple Transformers library is a software interface [63], With the given parameters a 
sequence length of 300, training across three epochsa 32-person batch, a 4e-5 learning rate, and Adam W 
optimization the BERT base cased model was constructed. The English Wikipedia corpus was used to train 
the model. The building's architecture BERT transformer model is visually displayed in Figure 7. 

 
Figure 3. BERT Transformer Model 
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3.3 Data preprocessing and Model Selection Process 
For this task, choosing a pre-trained model is crucial. Any work involving natural language 

processing is thought to require data preprocessing. However, depending on the model used to train the 
conditions, there are a few guidelines that must be observed when using pre-trained datasets. Applications 
for the BERT architecture are diverse and include question answering, text embedding generation, named 
entity recognition, and text classification. Because of its adaptability, it may be used to a wide range of 
natural language processing jobs and provides a reliable solution for a number of language-based 
applications. The BERT model, with its multiple variations, is the most suitable for classifying spam 
communications. The chosen model fits very nicely with our research objectives, especially in terms of 
spam detection. This version is ideal for our needs because it just has 12 encoders with 110 million settings. 
As opposed to transformers, BERT only considers the encoder component, discarding the decoder part 
(Figure 8). Each encoder, as shown in Figure 7, consists of feed-forward and self-attention neural networks, 
the same layers as its transformer counterpart. That's why BERT is viewed as a language model instead of 
a sequence-to-sequence model. The model's illustration of bidirectional processing allows it to learn from 
both ends of the input sequence, allowing for more accurate word predictions within the context.  

A book corpus (800 million words) and unlabeled text corpora (2.5 million words) from Wikipedia 
were used to train the model. By varying the weights of the word representations that are obtained from 
intermediate layers during the training phase, our system is able to determine if the input sample is spam 
or ham. Later in the model, additional neural network layers are added to improve classifier. 

 
 
 
 
 
 
 
 
 
 

 
 
 

      
 
 

       Figure 5. The BERT architecture 

Figure 6. An encoder inside structure [61] 
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3.4 Final modeling 
The finished model, which is represented in Figure 7, was created by carefully adjusting the 

hyperparameters. Three completely connected linear layers, along with batch normalization, dropout, and 
particular activation functions, are all part of the design. Making use of the [CLS] token side output 
improves the final model's ability to detect spam. An input vector with a length of 768 is fed into the linear 
layer of this finished model, which consists of 175 neurons. This linear layer takes an input vector of 768 
and outputs a vector length of 175 to create a shape of (768, 175). A dropout layer with a factor of 0.1 is 
used to reduce overfitting by ignoring 10% of the linear layer's neuron outputs. By lowering generalization 
error, the batch normalization layer speeds up training. The outputs of the batch normalization layer are 
processed using the ReLU activation function. Furthermore, the output of the batch normalization layer is 
followed by another dropout layer with a factor of 0.1.When it came to precision and recall levels that were 
almost at maximum, the model did the best. True negatives and false positives were reduced by the 
combination. The classification of a false positive as spam is different from that of a true negative, which is 
categorized as spam. It is advised to include dropout layers before and after the batch normalization layer 
in order to reduce differences between false-positive and true-negative results in the trained model 
utilizing the combined dataset. Incorporating dropout layers improves accuracy and F1-score metrics in 
addition to increasing precision and recall scores. Accuracy and F1-score are important metrics to evaluate 
the performance of the model. The model's accuracy measures how well it classifies sampled data into the 
appropriate classes, and the F1-score gives information about how the data samples are distributed.  

After the whole process is repeated, a linear layer of size (100, 2) is added. It uses log SoftMax 
activation to determine if the input sample is spam or ham, producing binary results of 0 or 1, respectively. 
After the model's hyperparameters are carefully adjusted, its performance finally outperforms that of other 
configurations. 

Hyperparameter optimization is used to determine how these layers and neurons are configured. To 
accelerate the convergence of the model, the weights are adjusted in this context using the Adam optimizer 
[39]. 

 
 
 
 
 
 
 
 
 
 

 
     
 
 
 
 
 
 
 

 
      Figure 7. Final model architecture for classifier 
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4. Results and Discussion 
This section explores the findings of a study that used transfer learning techniques to detect spam 

emails using a pre-trained BERT model. The Enron corpus dataset was used for the experimental process. 
The next section outlines the result of state-of-the-art performance in binary classification. After training 
our model with the training dataset for each corpus, we examined its performance with the evaluation 
dataset for that corpus, which produced the following results. 
4.1 BERT Results 

This section offering the classification results for the proposed Bert model.  In this transfer learning 
was applied on a pre trained Bert model using a publicly accessible Enron corpus dataset. The dataset that 
is being used is called the Spam filter dataset and it comes from Kaggle. It is freely accessible [21] There are 
6 deemed to be spam emails out of the 949 emails in the dataset. It is clear by examining the distribution of 
the HAM and SPAM classes that there is an imbalance in both datasets, with the HAM class being less 
common. In order to reduce bias toward the primary HAM class, randomly chosen spam samples from the 
Spam base and Spam filter datasets are combined to create a balanced training dataset that excludes 
duplicate entries. There are 949 SPAM samples and 930 HAM samples in this new collection. 10% of this 
dataset is set aside for validation, while the remaining 90% is used for training. Although a test set may be 
used, it is not required in this case. After exploring the data, the goal shifts to binary classification, where 
the job is to identify if the content should be categorized as HAM (0) or SPAM (1). Table Two presents 
information on how the training and testing dataset’s HAM and SPAM classes are distributed. 

 

Figure 4. Data Exploration Result 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Email spam and ham counts from the Enron dataset 
The effect of hyperparameters on model performance is shown in Figure 10, which emphasizes the 

importance of the learning rate in obtaining the best outcomes. The most efficient learning rate for the 
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model can be found with the help of this visualization. A graph showing the model's loss during the train-
ing process is also shown in Figure 8. This graphical depiction enables for the evaluation of the model's 
convergence and performance over iterations and offers insightful information about the training proce-
dure. 

 
Figure 5. Validation accuracy 

 

Figure 6. Training loss 
A 90% training dataset and a 10% assessment dataset were separated out from the Enron corpus for 

training our model. The model's efficacy is revealed by the confusion matrix shown in Figure 5. Based on 
the results, we can conclude that our spam detection algorithm correctly classified 14 out of 19 spam emails 
and 929 out of 930 ham emails. Table 2 provides comprehensive metrics that show the overall performance 
of the model, such as the F1-scores for each class, Precision, and Recall. 
4.2 Confusion Matrix 

Confusion Matrix used for performance evaluation of spam emails detection. Moreover, various 
performance evaluation metrics are designed for performance evaluation. Confusion Matrix is one of the 
efficient tools for classification results. Figure 12 shows the result of confusion matrix for Spam Detection 
(Bert model). Total 949 data were used for assessment the performance of model. From which the model 
classified total 943 patches as truly classified and 6 patches are false classified. 

 
Figure 7. Confusion Matrix 

Table 2. Confusion Matrix Detailed for SPAM  Classification 
 Class 0 Predicted Class 1 Predicted 

Class 0 (HAM) Actual 929 1 
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Class 1 (SPAM) Actual 
 

5 14 

4.3 Evaluation Metrics 
The sophisticated Bert model demonstrated remarkable precision in spam email identification, with 

a remarkable 98% accuracy rate. Significant performance measures were also achieved by the suggested 
model, such as a high F1-Score value of 99%, Precision of 96%, Recall of 99%, True Positive Rate (TPR) of 
99%, False Positive Rate (FPR) of 47%, True Negative Rate (TNR) of 73%, and a negligible False Negative 
Rate (FNR) of 0.00%. These outcomes highlight the model's effectiveness and dependability in correctly 
classifying spam emails. The following graph is illustrated in figure 13 which demonstrates the 
performance of the detail’s measurement values of all evaluation metrics of proposed Bert model in 
percentage (%). These achievable performance measures will help in the medical field for timely and 
accurate classification of Spam email detection. 

 

Figure 8. Performance Measurement Values of Proposed BERT Model 
A thorough summary of the evaluation measures used to judge the Bert model's efficacy in spam 

email detection is given in Table 5. In this innovative method, it provides a range of quantitative 
measurements given as percentages (%) to evaluate the model's correctness and efficacy. 

 
Table 3. Assessment of BERT Model Performance 

Evaluation Metrics Measurement Value (%) 
Accuracy 98% 
F1 Score 99% 
Precision 96% 
Recall or True Positive (TPR) 99% 
False Positive Rate (FPR) 47% 
True Negative Rate (TNR) 73% 
False Negative Rate (FNR) 0.00% 

4.4 Graphical Comparison of Various Existing Studies with Proposed BERT Model 
In this subsection, a graphical comparison of various models with the proposed BERT model is 

illustrated. These graphs describe the comparison of existing studies based on literature and discussion. 
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The following are comparative graphs regarding precision and the F1-score metric are illustrated below: -

 
Figure 9. Comparison of CNN Architecture with Proposed BERT Model 

 
Figure 10. Comparison of XGBoost with Proposed BERT Model 

 
 
 
 
 
 
 
 
 
 

Figure 11. SVM and the Proposed BERT Model Comparison 

 

 
Figure 17. Comparison of Bi-LSTM with Proposed BERT Model 
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Figure 18. Comparison of Genetic Algorithm with Proposed BERT Model 

5. Conclusions 
In order to address the discrepancies in results between datasets, this section suggests using transfer 

learning methods to identify spam emails using the BERT model. The created model shows promise for 
efficient real-time spam classification scenarios by utilizing transfer learning with BERT based on Enron 
datasets as input. Performance metrics including F1 score, precision, and recall are improved when transfer 
learning is used with the BERT model; these improvements outperform those of separately trained models 
on Enron datasets. To enhance the model's performance, more dropout layers are added both above and 
below batch normalization layers. The model's effectiveness in detecting spam emails is demonstrated by 
its incredible 98% accuracy and astounding 99% F1 score. Transformer models that are regularly released 
allow for the deployment of superior models for more accurate spam data identification with shorter 
training times. In real-time classification, over-trained models represent a noteworthy additional issue. The 
model does not link to other samples if it is trained on a single dataset. The model outperforms the 
overfitted model when more data samples are added. This theory can be used to a number of different 
scenarios, such as the identification of false news on social media sites, insufficient content filtering from 
internet sources, and so forth. When given more data samples, deep learning models perform more 
accurately. Research on deep learning that is primarily concentrated on a particular dataset may not yield 
the desired results. It is recommended that more research be done using multiple datasets to validate spam 
email detection with the BERT model through transfer learning. Examine how susceptible BERT-based 
models are to adversarial assaults in relation to spam detection. Provide a method to improve the resilience 
of the models. Continue the research by using a variety of languages to train and fine-tune BERT models 
in order to offer multilingual spam detection. Evaluate the models inter language transfer learning ability. 
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