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Abstract: Given the increased prevalence of diabetes, early identification and prognosis of the 
condition are essential to avoiding long-term health consequences. Diabetes is an enduring medical 
illness that may have a role in the global health crises. The International Diabetes Federation 
estimates that 382 million people worldwide have diabetes. This number is expected to double by 
2035, to reach 592 million. A medical condition known as diabetes is brought on by an excessively 
high blood glucose level. Diabetes is the main cause of renal failure, blindness, amputations, heart 
failure, and stroke. In order to develop a computerised approach for diabetes prediction, this work 
uses machine learning (ML) techniques on the Pima Indians dataset and private diabetes 
information. The aim of this project is to combine the findings from multiple machine learning 
techniques to create a system that can more accurately predict a patient's risk of developing diabetes 
in their early years. Techniques including logistic regression, SVM, RF, KNN, and decision trees are 
used. For every algorithm, the model's accuracy is computed. The model that predicts diabetes with 
the best accuracy is then chosen. We have achieved remarkable results in terms of accuracy, 
precision, recall, and F1-score for the models on the dataset by utilising several machine learning 
classifiers and putting feature removal techniques like feature permutation and hierarchical 
clustering into practice. This suggests that our characteristics or data are not limited to specific 
models. 
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1. Introduction 

The processing of sensitive and crucial healthcare data has significantly progressed due to 
breakthroughs in biotechnology and the public health infrastructure. Through the utilisation of crucial 
characteristics, the application of sophisticated data analysis methods has enabled the detection and 
mitigation of certain chronic diseases at their first phases [1]. Diabetes is increasingly prevalent among 
individuals of all age groups, encompassing both young children and the elderly. If the incidence of this 
persistent ailment continues to increase, it has the potential to evolve into a global health concern. Diabetes 
is characterised by a variety of symptoms, including heightened thirst, fatigue, reduced appetite, weight 
loss, blurred vision, mood swings, confusion, difficulties focusing, and frequent infections. Diabetes 
presents a significant threat to an individual's life, elevating the probability of experiencing strokes, vision 
loss, pregnancy loss, limb removal, and renal failure, among other fatal diseases [2]. According to the IDF, 
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the prevalence of diagnosed diabetes is steadily spreading worldwide. Projections indicate that by 2030, 
the global diabetic population will reach 642.8 million. According to the 2023 statistics, the projected 
number of individuals with diabetes in Saudi Arabia by 2030 is estimated to exceed 5.61 million. Machine 
learning (ML), a burgeoning subject in artificial intelligence, focuses on the exploration of how computers 
might acquire knowledge and improve their performance through interactions with the environment.  

To fully grasp the occurrence of diabetes, it is crucial to have a thorough understanding of how a 
healthy body functions. The meals we consume, particularly those that contain a significant amount of 
carbohydrates, supply our bodies with the necessary sugar (glucose). Both individuals, including the one 
with diabetes, rely on meals that are rich in carbs as their primary source of nutritional energy. Upon 
digestion, typical carbohydrate are converted into glucose [3].  

A portion of the glucose is distributed throughout the body by the circulatory system to improve 
brain function, while the remainder is either stored in the liver or promptly used by cells as energy. Insulin 
is essential for the utilisation of glucose as an energy substrate and is synthesised by beta cells in the 
pancreas. Insulin acts as a receptor, binding to cellular gateways and facilitating the entry of glucose from 
the bloodstream [4]. Diabetes is the term used to describe conditions where insulin resistance or insufficient 
insulin production resulting from pancreatic malfunction prevent the body from using its own 
manufactured insulin properly. That being said, high blood glucose levels result in hyperglycemia, which 
is the first sign of diabetes [5]. 

As stated in [1], There are three primary categories into which diabetes falls. Diabetes type 1 is the 
most prevalent and is characterised by inadequate insulin synthesis by cells, leading to compromised 
immune function. There is a scarcity of definitive proof. The hallmark of type2 diabetes is the body's cells' 
incapacity to either generate sufficient insulin or effectively utilise it after its production. This particular 
type of diabetes accounts for 90% of instances and is prevalent among the majority of individuals 
diagnosed with diabetes.  

Type2 diabetes arises from a mix of genetic and lifestyle factors. Elevated blood glucose levels in 
pregnant women can lead to the development of gestational diabetes, posing risks to both the mother and 
the foetus. There is a strong probability that gestational diabetes may happen again in future pregnancies, 
and women with this disease are more prone to developing type 1 or type 2 diabetes after giving child. 
Due to its inherent hazards, it is imperative to seek prompt medical intervention for all types of diabetes. 
Early detection can prevent complications arising from these illnesses [6].  

Diabetes mellitus is a common and long-lasting medical condition. By 2045, the occurrence of diabetes 
is projected to rise to 10.9%. In China, diabetes affects 20–40% of people concurrently with renal problems; 
diabetic nephropathy (DN) is the primary cause of end-stage chronic kidney disease. [7]. On the other hand, 
those with diabetic nephropathy experience a significantly higher mortality rate, ranging from 20 to 40 
times greater than those without the condition, across all causes of death. The adoption of innovative 
screening and treatment techniques bears noteworthy consequences for the country's efforts to alleviate 
diabetic nephropathy. [8].  
     Utilising metabolomic data to pinpoint specific pathophysiological mechanisms and find new 
prognostic and diagnostic biomarkers connected to the onset of diseases has garnered attention recently 
[8]. Being aware that this review article is the first to discuss the application of AI and ML to diagnosis, 
treatment customisation, and self-management of DM [9]. Review papers are valuable because they offer 
a comprehensive overview of the most recent research in a particular field of study [10]. Moreover, the 
authors have solely focused on machine learning processes; they have not addressed several crucial ML-
associated subjects, such as databases, pre-processing techniques, and feature extraction and selection 
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strategies employed to find DM and AI answers to the requirement for intelligent DM assistants [11]. The 
selection of papers from the Scopus and PubMed databases is done using a systematic decision-making 
framework due to the complexity and variety of DM detection and diagnosis, as well as self-management 
and personalisation systems. The following goals are achieved by this approach [12].  

The discussion of datasets, pre-processing methods, strategies for selecting DM features, and machine 
learning approaches for DM detection Artificial intelligence-based intelligent DM assistant; and (6) 
performance matrices [13]. 107 current, pertinent studies have been gathered from the Scopus and PubMed 
databases after intensive search techniques.[14]. This paper is anticipated to benefit the research 
communities investigating selfmanagement, personalised discipline, and DM diagnosis and detection [15].    
 
2. Related Work  
     The authors [16] proposed a model that could be utilised to correctly diagnose patients with diabetes. 
This method relies on the expected accuracy of robust machine learning algorithms, which employ metrics 
like recall, precision, and F1-measure. The PIDD dataset is employed by the authors to predict the incidence 
of diabetes through diagnostic methodologies. The accuracy rates of the (KNN), (NB), and Logistic 
Regression (LR) algorithms were 89%, 79%, and 69%, respectively. Seven machine learning methods were 
employed by the researchers in the mentioned article [17] to forecast the prevalence of diabetes based on a 
particular dataset. 

Several machine learning classification techniques, including Gaussian Naive Bayes, K-Nearest 
Neighbours, Artificial Neural Network, Logistic Regression, Decision Tree, Random Forest, and Support 
Vector Machine, are applied to the PIID dataset in the study reported in paper [18]. The accuracy of logistic 
regression was shown to be higher. Predictive analytics in the healthcare sector is described by the authors 
in [19]. This research makes extensive use of machine learning techniques. For the aim of performing tests, 
a patient's medical dataset is obtained. We compare and discuss the accuracy and performance of the 
suitable algorithms. In their paper [20], the authors provide a diabetes prediction model. To appropriately 
categorise diabetes, in addition to traditional indicators like glucose, BMI, age, insulin, etc., outside factors 
that contribute to the disease's progression must be taken into account.  

Remarkably, Random Forest classifier achieves an accuracy rate of 87.66% to win. Furthermore, the 
scientists [26] have developed algorithms to categorise and forecast diabetes-related events. This study 
categorised and predicted eight diabetes-related problems using a variety of supervised classification 
techniques. These results are influenced by several factors, such include obesity, diabetic foot, retinal 
degeneration, metabolic syndrome, dyslipidemia, which and nephritis. The authors of [27] outline two 
machine learning techniques for identifying diabetics. For the hybrid approach, use the XGBoost algorithm; 
for the classification strategy, use the Random Forest algorithm. XGBoost outperforms the other 
approaches, as evidenced by its accuracy rate of 74.10%.  

A variety of machine learning approaches were examined by the authors of this work [28], including 
logistic regression, decision trees, random forests, gradient boost, K-nearest neighbour, support vector 
machines, and the NBayes algorithm. The results demonstrated that, with an accuracy of 80%, the Random 
Forest and NaivBayes classifiers performed better than the other algorithms. 
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Figure 1. Proposed Model Workflow 

 
3. Materials and Methods  
3.1 Preprocessing 

Data preprocessing is a crucial stage in data mining that transforms the data into an ideal and useable 
form when working with noisy, inconsistent, or missing data [29]. To regularly generate data in a coherent 
and accurate manner, data preparation involves a variety of operations such as data transformation, data 
reduction, data integration, data cleansing, and discretization [30]. For this study, nine different diabetes-
related features of data were collected via the Kaggle platform, which houses a number of datasets. Nine 
parameters in the dataset under consideration reflect hospital and patient outcomes. It has been used to 
assess the prediction's accuracy using ensemble techniques. 
3.2 Ensemble Model. 

Because the number of people with diabetes is increasing, ensemble approaches have been used to 
analyse diabetes data, making it essential to forecast the risk of acquiring the disease in the future. In order 
to minimise bias and variation and enhance predictions, ensemble learning is a data mining methodology 
that integrates multiple approaches into a single ideal predictive model. This technique gives greater pre-
dictive performance as compared to a single model. The research employed AdasBoost, Bagging, and RF 
ensemble techniques to predict the probability of early-onset diabetes [31]. Data mining, statistical analysis, 
and exploration were the three main uses of Weka. Weka's default parameters were used [32]. An ensemble 
technique called AdaBoost is employed to address categorization issues. It is a part of the ensemble ap-
proaches known as the boosting family, which involve the sequential addition of new machine learning 
models, each of which seeks to correct prediction mistakes caused by earlier models. AdaBoost is the first 
successful use of this kind of model. Concise decision tree models with just one decision point per model 
were used in the development of AdaBoost. 
    Short trees are another name for decision trees [33]. Combining several models to enhance regression 
and classification tasks is known as bootstrap aggregation, or bagging in some cases. Using numerous 
random samples of data, the Bootstrap technique is used to generate a statistical measure, such as the mean. 
This approach is suggested when there is a lack of available data and a more reliable estimate of a statistical 
measure is needed. When used on models with high variation and little bias, this approach works well. As 
a result, the training set of data greatly influences their predictions. Frequently used as a Bagging technique 
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that meets the high variance criteria are decision trees. Decision trees are used in the Random Forest clas-
sification and regression method, which is based on bagging. One of the drawbacks of bagged decision 
trees is that they are constructed using a greedy algorithm that locates the best split point at each stage of 
the tree-building procedure. Because of this, the trees that are formed all have a similar appearance, which 
reduces both the variability and predictability of the forecasts from each bag. [34].  

This section will explore the various classifiers used in machine learning to predict diabetes. We will 
also go over our suggested methods in an effort to increase accuracy. This paper used many approaches, 
Here is a description of the many methods. The output is the accuracy measurements of the machine 
learning models. Following that, the model can be used to make predictions. 

Mathematical technique that use Random Forest to predict diabetes [35] are shown in the equations. 
Let Prob denote the probability that a patient has diabetes, and the input variables are X1, X2,..., Xn. Thus, 
Equation 1 can be employed to depict the Random Forest model:  

Prob = RF(X)                (1) 
The acronym RF stands for Random Forest, which is a model that combines many decision trees. 

Equation 2 is used to determine the contribution of each DT Ki in the RF to the prediction, based on the 
majority vote of the decision trees.  

Prob(Ki) = Ki(X)               (2) 
The ultimate probability is calculated using Equation 3, which computes the mean of the probabilities 

from all the decision trees.  
Prob = 1/n∗SUM(Prob(Ki))              (3) 
Every decision tree takes input variables X1, X2, ..., and Xn and generates a binary decision by 

comparing each node's value to a threshold. 
 
4. Results and Discussion  
4.1 Evaluation Metrics 

Evaluating performance is an essential undertaking within the ML domain. Choosing the suitable 
parameters for evaluating the ML model is of utmost importance. Metrics are employed to evaluate and 
measure the effectiveness of machine learning algorithms. ML algorithms are evaluated using many 
performance metrics, such as RootMeanSquaredError, Root Relative Squared Error, F-Measure, ROC Area, 
Accuracy, Precision, Recall, and others.  

4.1.1 Confusion Matrix 
Every one of the lengthy studies was assessed using a variety of measures, each of which had a 

unique evaluation definition. The True-Positive (TP), False-Positive (FP) confusion matrix True-Negative 
(TN), False Negative (FN), and Positive (FP). 
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It's important to choose the metrics that align with the goals of the specific application. 
Table 1. Confusion Matrix 

Actual Class 

Positive Negative 

TP  FP  

FN  TN  

4.2 Dataset 
The diabetes dataset was initially acquired from the Kaggle website. The diabetes dataset contains 

768 observations and consists of 9 variables. The objective is to ascertain If diabetes is present or not in the 
patient by utilising the measurements. The diabetes data collection consists of 768 data points, each 
containing 9 features. The feature we will predict is referred to as "Outcome," with a number of 0 signifying 
the absence of diabetes and a number of 1 signifying its existence.. The dataset is devoid of any null values. 

Table 2. PIMA Indians Dataset 
Preg GL BP ST Insulin BMI DPF Age Outcome 

7 149 71 37 0 33.6 0.629 51 1 

2 86 62 25 0 26.5 0.356 32 0 

9 182 63 0 0 23.4 0.675 33 1 

3 81 64 24 93 28.3 0.164 24 0 

4 133 45 32 164 43.2 2.283 35 1 

 

 

Figure 2. Dataset Description 

Upon applying a range of ML Algorithms to the dataset, we obtained the following accuracies. 
XGBOOST algorithm achieves a maximum accuracy of 90%. 
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Table 3. Accuracy Table 

Classifier Accuracy F1 Score Recall Precision 

SVM 85% 0.79 0.73 0.77 

Random Forest 88% 0.75 0.66 0.69 

LightGBM 86% 0.86 0.82 0.83 

Logistic Regression 84% 0.78 0.87 0.89 

XGBoost Classifier 90% 0.88 0.86 0.89 

Decision Tree 85% 0.87 0.85 0.81 

KNN 85% 0.89 0.84 0.82 

4.3 Correlation Matrix 
There is clear evidence that none of the individual attributes have a meaningful correlation with the 

worth of our outcome. Certain attributes exhibit a negative correlation with the outcome value, whereas 
other attributes show a positive correlation. Let's analyse the plotlines. It additionally illustrates the 
dispersion of each characteristic and label across different intervals, highlighting the need for scaling. 
Furthermore, each individual bar represents a distinct category variable in actuality. Before employing 
machine learning, it is necessary to consider and handle these categorical aspects. We employ two 
categorizations for our outcome labels: 0 shows that there is no disease, while 1 indicates that there is 
disease. 
 

 
Figure 3. Correlation Matrix 

 
There is clear evidence that no individual characteristic has a strong correlation with our outcome 

variable. Some characteristics display some exhibit a positive association and others a negative one with 
the outcome value. 
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Figure 4. Predicted Results 

The graph above illustrates the presence of a skew in the data, favouring data points with an outcome 
value of 0, indicating the absence of real diabetes. The number of non-diabetics is approximately double 
the number of diabetic individuals. 
4.4 Machine Learning Classifiers 
4.4.1 k-Nearest Neighbors 

The k-NN technique is often considered to be the simplest straightforward machine learning 
algorithm. The sole stage in constructing the model is to save the training data set. The method identifies 
the nearest neighbours in the training data set that are closest to a new data point in order to make 
predictions, First, let's see whether we can validate the relationship between a model's accuracy and 
complexity. In the above picture, the n_neighbors parameter is displayed on the x-axis, while the accuracy 
of the training and test sets is shown on the y-axis.  
4.4.2 Logistic regression  

Logistic regression is one of the most commonly utilised algorithms for categorization. The default 
setting of C=1 yields a training set accuracy of 77% and a test set accuracy of 78% in the first row. When the 
value of C is set to 0.01, the second row achieves an accuracy of 78% on both the training and test sets. 
When it is applied, the accuracy on the training set decreases significantly, but the accuracy on the test set 
increases slightly.  
4.4.3 Decision Tree  

To give class values to each data point, this classifier makes use of a decision trees as DT. We can 
choose the maximum number of features here, that the model will consider.Importance of Decision Trees: 
Feature importance is a measure of the value of each feature in influencing the decision made by a tree. 
Each attribute is assigned a value ranging from 0 or 1, with 0 indicating no usage and 1 indicating a flawless 
prediction of target. This classifier promotes the concept of decision trees. It generates a collection of trees 
by randomly selecting features from the whole set of features that make up each tree. 
4.4.4 Support Vector Machine(SVM)  

There are several kernels from which to choose the hyperplane. We used the sigmoid, polynomial, 
radial basis function (RBF), and linear kernels in our experiments [29]. When comparing our approach to 
the current approaches, there are a few distinguishing characteristics that set it apart. A person's age, 
gender, height, weight, degree of physical activity, presence of hypertension, and other critical 
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characteristics are utilized to determine whether or not they have diabetes. Nonetheless, the majority of 
current methods make use of numerous features. For instance, [30] originally employed 123 characteristics 
in their study to predict diabetes. They remained significantly more feature-rich even after a great deal of 
laboratory testing was removed (the precise amount is unknown). Encountering all three characteristics in 
actual data is uncommon. Thus, we propose a mechanism that enables us to ascertain an individual's 
diabetes status just by considering a restricted set of characteristics. In the current inquiry, the technique 
utilized to ascertain each feature's contribution through feature importance is critical. In order to identify 
these fundamental patterns in the data, a correlation analysis is usually conducted immediately, as 
demonstrated in [31]. Thus, to carry out feature elimination, we had to implement a particular 
transformation that encompassed distance evaluation and clustering. Although correlation was not utilised 
for the prediction challenge, we can still derive insights from the ranking correlations discovered during 
the later stages of our model's development [32]. 
 
5. Conclusion and Future work 

An important health concern that frequently arises in reality is the early detection of diabetes. This 
work employs a systematic approach to the development of a predictive system for diabetes. This study 
evaluates multiple machine learning categorization methods and assesses their performance using various 
measures. Investigation is carried out utilising the Diabetes Database. Results of a scientific investigation 
The XGBoost hyperparameter tweaking developed the model with the lowest value for the Cross 
Validation Score.. The value is 0.90. In addition, we identified several supplementary factors, such as body 
weight, levels of physical activity, and hypertension, that were indirectly associated with the prediction of 
diabetes. Furthermore, an association was found between the LDL/HDL measurement and diabetes. 
Conducting quick preliminary tests for diabetes, enhancing public knowledge and teaching for healthy 
lifestyles, and reducing government expenditures may all happen at the same time as a decrease in the 
significant strain that diabetes imposes on hospitals. Anticipating the progression of diabetes will enable 
the implementation of necessary measures to prevent millions of persons from receiving inadequate 
treatment because of few resources and insufficient awareness. This can have a positive impact on the 
healthcare system, as well as enhance people's quality of life. In the future, The system created using 
categorization methods derived from machine learning could enable the prediction or diagnosis  a greater 
number of diseases. The technology can be further developed and improved to automate the analysis of 
diabetes, by combining more machine learning techniques. 
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