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Abstract: The liver is a vibrant organ of our body that cast-off to process nutrients, scrimmage infections, 
and blood baptism. Inflammation of the liver causes an acute or chronic infection called hepatitis which 
happens when body tissues are contaminated due to the devouring of ethanol, some medication, and 
toxin. Detecting disease in its early stages can be difficult, as practitioners often struggle to predict the 
disease due to its ambiguous symptoms. The primary objective of this study is to develop a model for 
predicting liver disease in its early stages, which will aid practitioners in accurately diagnosing hepatitis. 
Different algorithms and techniques are available for data mining to solve data discovery problems and 
arrangement. The discussed algorithms are supervised learning whose labels are defined, in which 
classification is the vital method. However, this study focuses on the comparison of Classification and 
Regression tree (CART) and Java 48 (J48) using a 10-fold cross-validation method with comprehensive 
medical accuracy and well-informed decisions for disease detection. Amid these algorithms, decision 
trees are the simplest and easiest algorithms for understanding, decision making due to hierarchal 
structure in nature. The data set used in this analysis consisted of 155 patients with two classes and 
performance measures among said models. The comparison and investigation of the results revealed 
that the J48 algorithm shows improved performance with the highest classification rate and 
performance measures over CART obtained as an accuracy of 80%, a sensitivity of 88%, and a specificity 
of 52% to quantify how good and reliable the test is at detecting a positive disease. This article will aid 
physicians in classifying high-risk patients by making a novel prognosis, fending off and managing the 
disease by allowing data analysis of different patients by minimizing the need for excessive testing. 
Consequently, it will improve the patient’s confidentiality by keeping them secure from health 
ramifications.  
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1. Introduction 
The liver is one of the most vital and solid organs in our body. The liver performs multiple functions such 

as it regulates blood clotting, maintaining sugar levels, and eliminating toxins from the body’s blood supply. 
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It filters all of the blood and splits down poisonous substances such as drugs and alcohol. One of the important 
functions of the liver is to produce bile, which is fluid that helps to digest fats and keep away from waste. 
Swelling of the liver causes hepatitis [1]. Most of the people are symptom-free and even unaware of the infec-
tion. Other symptoms include fatigue, nausea, jaundice, loss of appetite, abdominal inflammation, and mud-
dled thoughts. It is normally the result of a viral infection but there are other possible causes as well. Although 
its five main classifications are A, B, C, D, and E different virus is responsible for each type but frequently liver 
is influenced by hepatitis C which comes from Hepatitis C Virus (HCV) [2]. It causes liver damage priorly with 
the beginning of liver inflammation, gradually then leads to fibrosis or can say scarring as shown in Table 1. 
Fibrosis is a condition caused by our body’s response to effect the liver so, it cannot be said that it is a disease. 
Shortly, it can be said that liver cells have been dead in hepatitis C. For optimum understanding, the stages of 
liver disease are discussed in Figure 1. 
 

 
Figure 1. Stages of Liver Disease in Hepatitis  

 
Machine Learning (ML) is the capability of computers to learn without being explicitly programmed and 

it is the study of algorithms that improve automatically with the aid of experiences. This domain focuses on 
the progression of computer programs when exposed to new data, can teach themselves to further grow and 
adapt to changes. It is close to computational statistics that focuses on making predictions after learning related 
the change. 

Table 1. Stages of Chronic Hepatitis Disease with Fibrosis Condition 
Stages Description Definition 

0 No fibrosis Generally, tissues are in normal connection 
1 Portal fibrosis Expand in fibrous portal 

2 Periportal fibrosis With minimum septa expansion into  
lobules/rare Porto-portal septa 

3 Septal fibrosis Architectural interference but no  
accurate cirrhosis 

4 Cirrhosis Diffuse nodular creation 

Generally, machine learning refers to alteration in the system and the jobs related with artificial intelli-
gence (AI). These jobs comprises on identification, analysis, planning, robotics control, forecasting, etc. 
"Change" may be for the production of a novel operating system or systems improvement [3]. 
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Machine Learning is closely associated to statistics. Roslina et al. [4] suggested that ML discover and construct 
the study of algorithms that make prophecies on data. Input data is called training set while predictions and 
data-driven are considered as output. Machine Learning (ML) is used to analyze the computer to simulate 
human behavior study.   
 

 
The primary objective of the learning system as shown in Figure 2, is to boost the performance or the ability 

to get structured information that arranges structured data based on artificial intelligence. The structure of the 
learning system is a primary source of sense that makes the machine more intelligent [5]. 

Machine learning approaches are used for multiple fields that allows multiple systems to automatically 
generate the results by finding the pattern and relationship between the given data [6]. The medical industries 
collect a lot of data that is not mined properly and consequently there is not an ideal use. To search out such 
hidden patterns and the relationship between them often goes wrong. The study focuses on an intelligent clin-
ical decision support system that will aid doctors in the medical field [7]. Intelligence can be expressed in many 
ways. “Ability of problem-solving is called intelligence, Capability to plan, think and scheduling is called in-
telligence, ability to cope up fuzzy and ambiguous problems, ability to understand, perceive, learn and recog-
nize is called intelligence” [8]. AI approaches ranging from machine learning to deep learning are pervasive in 
the healthcare system for disease detection, patients risk identification, and drug discovery [9]. 
Machine Learning can be expressed in three categories. 

Supervised Learning: Supervised learning comprises on training sets of examples. In this type, the input 
example is presented by a computer and outputs will be given by the teacher. The general principle is to map 
the input to give the output which is referred to as the destination. This kind of exemplary training set is offered 
by proper responses and all inputs are responded to by algorithms. [10] 

This type of learning consists of classification & regression.  
Unsupervised Learning: This is called feature learning or discovering hidden patterns in data because no labels 
are given to learning algorithms, to search structure in its input. Briefly, suitable responses are not offered in 
this type of learning.  
In other words, it can be said that from the large stream of inputs, unsupervised learning is the ability to search 
the pattern from the given stream.  

Reinforcement Learning: Reinforcement learning is between supervised and unsupervised learning. This 
type of learning does not propose perfection. An example of reinforcement learning is driving a car without a 
teacher. The algorithm gets notified when an answer is falsifies but it does not notify how to rectify this. This 
will work out how to search the valid answer.  

If the answers are fair, the agent rewards good responses and is scold for bad ones.  
Viral hepatitis disease has become a major public health concern on an all-inclusive scale. Chronic hepatitis 

can lead to high anguish and mortality. Early prognosis and treatment of disease can aid to minimize disease 
burden also with its transmission at the menace of infection or reinfection. In this context, this study has been 
conducted to propose a Clinical Decision Support (CDS) which is a twin of Machine Learning by using decision 

 

 

 

 

Figure 1.1 Learning System Structure 
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Figure 2. Structure of Learning System 
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trees, which will be a better solution. In the desertion of experienced doctors/physicians in rural, remote, and 
coastal areas, expert clinical decision support can assist and abet healthcare practitioners in examining patients’ 
records and making trained and well-informed decisions for disease detection that can easily be filtered [11]. 

In addition, CDS can aid data regarding protocols of treatment by using Machine Learning algorithms. It 
also delivers updated alerts, promising patient care, and optimum decision-making, and employs knowledge 
management by offering clinical support in the form of suggestions. Thus, we aimed to develop a machine-
learning model to predict hepatitis disease that could aid physicians in classifying high-risk patients and mak-
ing a novel prognosis, fending off and managing the disease. As far as the objective of clinical support is con-
cerned, it is purely responsible for assisting the physicians that allow data analysis of different patients that 
can be further used for designing the diagnosis. It is also vigilant the clinicians on time, which helps to mini-
mize the costs while ameliorating the efficiency standards with appropriately reported errors [12].  
The main contributions of this article are the following: 

A detailed overview of Decision Trees supported by a clinical decision support system and its classifica-
tion is presented. The data-preprocessing phase is compulsory to ensure that the instances of the data set are 
properly distributed in a balanced way that leads to effective classification results to predict the risk of hepatitis 
disease occurrence.  

A data set feature analysis phase, consisting of three particular sub-steps: (1) Statistical description of 
attributes, (2) Important measurements by deploying decision tree classifiers, and (3) capturing variable char-
acteristics or features a frequency of occurrence in tabular form from the data set. A comparative analysis of 
classifiers' performance is presented considering the most common parameters, such as sensitivity, specificity, 
True Positive, False Positive, Precision, Recall, F-Measure, time taken, corrected and incorrect instances, ROC 
Area, and Class. A performance evaluation is presented, where the J48 classifier achieves the higher results in 
all metrics, thus constituting the important suggestions of this analysis. 

Hence, this article works only on the decision tree classification due to its hierarchical nature, diversity, 
and simplicity. Decision trees are also referred to as statistical classifiers due to their frequently used in classi-
fication issues by dividing the features into partitions, which help to minimize the recursion at every stage [13]. 
 
2. Literature Review  

Multiple studies have been established to predict hepatitis disease detection by employing different clas-
sifiers and obtain the expected outcomes of their proposed system.  

Bekir Karlik [14] presented comparative analysis between the two approaches. The first approach was by 
using naive Bayes and the second was backpropagation to detect hepatitis. These techniques compete very 
well with each other and also results are remarkable. The accuracy rate was 97% and 98% respectively. Open 
source software “Rapid Miner” was used for classification objectives. This software is used to analyze, estima-
tion and forecasting of data [15]. 

Sathyadevi [16] worked on support vector machines & wrapper techniques. The patients affected by hep-
atitis are those who require particular and continuous medical treatment to minimize the mortality. By using 
Support Vector Machine (SVM) method, the prognosis of the hepatitis patient’s life and its classification can 
be done. Well, the Wrapper Method is proposed to deminish extra features before moving toward the classifi-
cation. This overall manuscript depicts that the Support Vector Machines can boost accuracy in aiding of se-
lecting the features on a priority basis. In this study, the wrapper technique in WEKA for the prediction & 
classification of data execution using LibSVM.  

Mahdieh Adeli et al. [17] aimed on medical prognosis via learning patterns with the help of collected data 
on hepatitis disease. The proposed method is used to establish such kind of system that will help physicians 
also gives a decision support system. In this paper, the use of CART, ID3, and C4.5 algorithms were proposed. 
Among these classifiers, binary decision trees were developed by utilizing the CART algorithm. It means that 
the decision tree which is generated by employing the CART algorithm has either two or no children as shown 
in Figure 3. Comparatively, the decision tree generated by the other one may have more children. For time 
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complexity and accuracy, the CART algorithm gives the efficient results as compared to other approaches like 
C4.5 and ID3. 

 
Figure 3. Decision Tree by CART Algorithm  

Derya Serdar et al. [18] gives in depth understanding of an automated disease detection system for hepa-
titis disease on an “Extreme Learning Machine (EML)” by using pattern recognition as shown in Figure 4. In 
this manuscript, for the prognosis of hepatitis disease, an automatic intelligent system was presented. The 
proposed method can be appraised and judged by specificity analysis, sensitivity, and accuracy of classifica-
tion. For the multiple type of activation function and the number of hidden or wrapped neurons, for the pro-
posed method the accuracy was given by multiple equations. For the method mentioned, the best and well-
suited classification accuracy was institute as 91.50%. 

 

 
Figure 4. Pattern Recognition System  

Fadl Mutaher Alwi et al. [19] applied classification and prediction in the discipline of bioinformatics. To 
analyze biomedical data, data mining techniques are widely used. Seven different algorithms named naive 
Bayes, naive Bayes updatable, FT tree, K-Star, J48, LMT, and neural network were reused to analyze hepatitis. 
WEKA is used as a data mining tool in this research. When the naive Bayes algorithm is applied to the hepatitis 
data set and compared to other algorithms, the time taken to run the data set is fast. So, naive Bayes sharpens 
the classification accuracy of the hepatitis dataset (Adel Nadjaran Toosi et al. [20].  

Mohammed Afif et al. [21] focused to compare and analyze multiple techniques and their compatible tools 
as well as their impact on the healthcare industry. Transactions that take place in the healthcare industry pro-
duced a lot of problems and complexities. So, this paper also reduces the complexities of the transaction. A 
decision rule algorithm was used for data mining. The technique deployed as information gain and its accuracy 
level was 74%.  

Sathyadevi [22] focused on “Single Nucleotide Polymorphism” data was identified by several machine 
learning techniques. To identify the SNPs related to the disease, this was integrated with “Feature Selection” 
algorithms as shown in Figure 5. Multiple techniques and algorithms were used in this paper like “Backtrack-
ing, forward selection, and backward elimination. 
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Figure 5. Decision Tree 

Hui-Ling Chen et al. [23] established “Local Fisher Discriminant Analysis” and “Support Vector Machine” 
referred to as novel hybrid methods. Local Fisher Discriminant Analysis is used as a feature extraction tool to 
improve the diagnostic accuracy of the “Support Vector Machine” algorithm. The classification accuracy was 
97% as compared to the other three existing methods PCA-SVM “Principle Component Analysis” SVM, FDA-
SVM “Fisher Discriminant Analysis” SVM, and Standard SVM.   

Okure Obot et al. [24] discussed a classification approach named ”Scatter Search” abbreviated as SS com-
bined with SVM “Support Vector Machine” for hepatitis disease diagnosis called 3SVM. The Scatter Search 
approach was used to search the optimal values of the support vector machine. Ten-fold cross-validation and 
holdout methods were used in this research. 3SVM gives best results than others where the average accuracy 
obtained from this is 99%. This paper includes 19 features. The purpose of the dataset is to forecast or predict 
the presence or absence of hepatitis disease.  

Breiman et al. [25], present that traditional Chinese medicine has been vastly used to treat multiple dis-
eases. In traditional Chinese medicine clinical practice “Treatment based on the Syndrome Differentiation” is 
the very basic principle. In nature, this is a decision-support problem that is based on a data warehouse. To 
cover different subjects of TCM, a series of a report called “Online Analytical Processing” as shown in Figure 
6, on hepatitis and related system used to manage multiple reports related to hepatitis. OLAP reports are very 
beneficial for disease diagnosis and corresponding treatments for hepatitis. 

 
Figure 6. Realization Process of Online Analytical Processing (OLAP) 

Carson K. Leung et al., [26] discussed the current globalized technological era; through which vast 
amounts of big data are collected and generated from a variety of data sources. These big data comes with 
variating levels in the sense that some data are brief while other are imprecise and ambiguous. Thus, 
knowledge discovered from these epidemiological data via data science approaches like machine learning, 
data mining and online analytical processing (OLAP) aids researchers as well as policymakers to have a better 
understanding of the disease which may motivate them to come up with ways to diagnose, control and combat 
the disease. Hence, it can be said that OLAP is sophisticated technology, which provides fast access to data 
analysis by using multidimensional hierarchical structures.  
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Pezhman Pasyar et al., [27] proposed a hybrid classification method (2021), for diffused ultrasound images 
of the liver by using Convolutional Neural Networks (CNN) for small data sets. In this study, transfer learning 
has used for the extraction of deep features with categorization for two class and three class classifiers for 
multiple networks, namely ResNext, ResNet 50, ResNet 18, Resnet 34, and AlexNet combined with fully con-
nected networks are used. Experimental results obtain the highest accuracy for two class classifiers at 86.4% 
by using ResNet 50 with a hybrid classifier for liver disease. It can be concluded from this article to improve 
efficient and accurate results, larger data sets are necessary for fine-tuning. 

Manjunath Varchagall1, D Sivakumar, et al., [28] developed a standardized model (2021), for the progno-
sis of early stages of liver disease with a Function Test (FT) to solve imbalance results by using two data sets 
from the UCI repository. For data set balancing, they used K Nearest neighbor (KNN) and Random Forest 
algorithms with the Synthetic Minority Oversampling method. For balanced and unbalanced data sets used in 
this manuscript, RF performs better over KNN in terms of false positive rate, the accuracy of the data set, 
specificity, and precision on balanced data sets whereas KNN gives efficient results over RF in terms of speci-
ficity, accuracy, sensitivity, false positive rate, and false negative rate parameters. Hence, it can be said that the 
stronger and more accurate results have driven for maximum parameters provided by a balanced data set. So, 
this approach helps physicians in correct and timely liver disease prediction in the early stages.  

Further, in (2021) Niranjan Panigrahi et al., [29] suggested an experienced system refer to as a web-based 
Expert system shell which is deployed in an expert system builder consisting of 59 rules for Hepatitis-B. In this 
context, this web-based expert system is purely based on Clinical Decision Support System (CDSS). This re-
search can assist health workers in rural as well as remote areas in the absence of skilled physicians to predict 
the disease. to check the efficiency and performance of this web-based system, testing has been carried out by 
questioning/querying the proposed system. 

In (2022), Elias Dritsas and Maria Trigka [30] present a methodology, which is based on supervised learn-
ing to structure efficient models named probabilistic, tree-based, and ensemble learning for predicting kidney 
disease risk by evaluating support vector machine, linear regression artificial neural networks, and k nearest 
neural networks. The derived results obtained from SVM, LR, ANN, and k-NN give efficient performance as 
compared to other models with authentication of 100%, precision, recall, and f measure as 99.3%.  

Sreenivasa Rao Veeranki and Manish Varshney (2022) [31] present a comparative performance analysis 
of chronic liver disease prediction with the help of a machine learning approach named Random Forest (RF), 
Multilayer Perceptron (MLP), K-Nearest Neighbour (K-NN) and Support Vector Machine (SVM) on Indian 
liver disease data set. After concluding the accuracy scores from all algorithms, it can be said that the support 
vector machine approach secures 74% accuracy compared to other classifiers. Hence, a suitable fitting ap-
proach is established in this manuscript. This work can be extended with other related techniques and possi-
bilities that make a more accurate and efficient way for liver disease prediction.  

Anusha Ampavathia and T. Vijaya Saradhi [32] designed a framework for multi-disease prognosis (2021), 
by using a hybrid deep learning approach for making accurate and feasible healthcare decisions. Multi diseases 
include hepatitis, diabetes, lung cancer, liver cancer, and heart disease. The proposed model consists of three 
phases namely data normalization, feature extraction, and prediction with the help of a meta-heuristic algo-
rithm termed as Jaya Algorithm based Multi verse optimization algorithm for Deep Belief Networks and Re-
current Neural Networks. Hence, it can be said that after modification to a hybrid deep learning architecture 
weight can be optimized for both DBN and RNN by using the JA-MVO algorithm.  

Jeong Hyun Lee et al., (2020) [33] proposed the automatic classification of liver fibrosis by using the con-
text of a Deep Convolutional Neural Network (DCNN). They compared the performance classification of cir-
rhosis between the deep convolutional neural network and five radiologists. According to the results, the 
DCNN predicts maximum accuracy and also obtains more efficient performance than that of the radiologist in 
the detection of cirrhosis.  

Neha Tanwar1 and Khandakar Faridar Rahman [34] present a very refreshing concept (2021). They pro-
posed an automated decision-making system with its tools in the healthcare industry. They have used the 



Journal of Computing & Biomedical Informatics                                               Volume 06  Issue 02 

ID : 322-0602/2024   

concepts of Big Data (BD), Machine Learning (ML), and Deep Learning (DL) by extracting information from 
huge data sets that will help physicians for accurate and timely decisions in making predictions and detecting 
diseases. This article also provides a remarkable review of the progression of Artificial Intelligence in detecting 
liver disease.  

After reviewing this article, it is evident that Machine Learning techniques are highly promising with an 
optimized solution in detecting liver disease. The limitation of this article is that it needs further data to provide 
its validity, accuracy, and efficiency required for constant use by doctors and physicians.   

 
Table 2. Comparative Analysis of Proposed Method with Deep Learning Methods 

Ref. Methodology Characteristics Challenges 

Aliberti et al. 
(2019) 

Feed Forward Network 
(FNN) and Recurrent 
Neural Network (RNN) 

The networks can generalize 
the whole network by reading 
only a few data sets. It does not 
restrict/impose on input data. 

FNNs require long training 
sessions. 
There are practical issues that 
may arise in Recurrent Neural 
Networks (RNN). 

Almansour et 
al. (2019) 

Support Vector 
Machine (SVM) 

SVM has more accuracy than 
Artificial Neural Networks. It 
saves information on the entire 
network. 

SVM is not well suited for 
large applications due to 
hardware dependency that 
affects the overall 
performance. 

S. Mohan et al. 
(2019) 

The Hybrid Random 
Forest With a Linear 
Model (HRFLM) 

It can make enhanced 
prognosis with an effective 
accuracy level which improves 
the classification process (Li et 
al. 2017) 

It is a time-consuming 
algorithm that leads to 
complexity. HRFLM is 
difficult to compute  when 
compared to decision trees 
(Rao and Kumar 2013) 

S. Hashem et 
al. (2018) 

Multi-linear regression 
& Generative algorithm 
(GA) models, PSO, DT. 

Easier data identification 
Accuracy could be maintained. 
Minimum computation time & 
robustness to overfitting. 

The convergence rate is low. 
GA is very expensive in 
computation. 
Problem debugging is a quite 
difficult task. 

Khan et al. 
(2019) 

Classification of the tree 
with optimized 
parametric approach, 
Predictive regression. 

Good prediction accuracy. It 
supports/promotes data 
equality. 

It is not suitable for real-time 
data sets. Difficult to handle. 
Limited resources are not 
enough; more resources are 
required to tackle huge 
administrative data sets. 

Baiying Lei et 
al. (2020) 

Ensemble learning & 
Deep polynomial 
network (DPN) 

Gives accurate predictions. 
Beneficial when data is not in a 
specific structure. 

For large data sets, problem 
formulation is difficult (Hou 
et al. 2016). Optimization 
issues occur when the 
network becomes deeper. 

Jiang et al. 
(Jiang et al. 

2019) 

Uses multi-task 
learning 

Multitasking gives consistent 
results. It can prevent 
overfitting issues. 

For large networks & 
experiments, this method is 
difficult to achieve. 
It could not work on multiple 
modalities of data. 
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Mohd Usama 
et al. (2019) 

Recurrent Neural 
Network (Xue and 
Chuah 2018) 

It can obtain high prediction 
accuracy. RNN can tackle any 
data size. 

Computational complexity is 
maximum due to its 
recurrent. 

El-Houssainy 
A. Rady et al. 

(2019) 
 

• Support Vector 
Machine (SVM) 

• Probabilistic Neural 
Network (PNN) 

• Radial Basis Function 
(RDF) 

• Multilayer Perceptron 
(MLP) 

• PNN provides the highest 
classification accuracy as 
compared to other networks. 

• Efficient prediction 
performance. 

• For new classification cases, 
PNN is slower than MLP 
networks. 

• PNN requires 
maximum/more space to store 
the model. 

Pezhman 
Pasyar et al., 

(2021) 

Convolutional Neural 
Network by using the 
transfer-learning 
technique. 

• Provides hybrid approach  
• Suitable for the small data set 
• Highest accuracy for two-class 

classifier 

• Not suitable for the three-class 
classifier. 

• The data set size should be 
larger to achieve maximum 
accuracy. 

Niranjan 
Panigrahi et 

al., (2021) 

Web-based Expert 
System 

59 rules related to the 
knowledge base are used for 
designing. 

• Restricted rule base 
• For more effective prediction, 

procedural knowledge can be 
maximized. 

After analysis of Table 2, we can say that deep learning is an ongoing leading machine learning race con-
sisting of better algorithms, computing power, and huge data. Still, ML attic and classical algorithms have a 
powerful position in the field [35]. 

Besides all this, there are plenty of ML classifiers too. No single ML algorithm works efficiently for all 
scenarios. Some of the parameters that affect our choice of taking into account an ML algorithm are the size of 
training data, accuracy, time taken, linearity, and no. of features. It can be said that a decision tree is typically 
optimum for small data sets, whereas deep learning algorithms often perform efficiently for large data sets 
[36]. 

ML is a knowledge base and scientific technique where computers learn how to sort out a problem, with-
out programming them. CART and J48, both classifiers are simple decision trees non-parametric supervised 
machine learning techniques used for regression and classification issues. For that reason, every data scientist 
and ML engineer must have adequate knowledge of decision trees. [37]. After studying other approaches, de-
cision trees take minimum effort for data preparation. However, to predict the target variable users need to 
have ready information to erect new variables. Decision trees can also create data classification without having 
to compute complicated calculations [38]. Inexplicably, you can visualize the DT. No preprocessing is needed 
as you do not need to get ready the data before building the model. These classifiers also provide data robust-
ness as algorithms handle all types of data gently. It supports automatic feature interaction whereas another 
model like k-Nearest Neighbour (KNN) cannot. Therefore, the decision tree (DT) is faster as compared to KNN. 
[39] 
The supremacy of decision tree classifiers in contrast with other machine learning methods is given below. 
2.1 Decision Tree over Random Forest 

A decision tree integrates some decisions, whereas a random forest integrates multiple decision trees. 
Hence, it is a lengthy process, yet slow. Comparatively, DT is fast and works easily on linear and non-linear 
data sets with simple training whereas the RF model requires rigorous training [40]. RF is highly complex in 
terms of training time as compared to CART and J48 decision trees because, for each DT prediction, a random 
forest has to generate output for given input data [41]. However, RF is less prone to overfitting as compared 
to DT. 
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2.2 Decision tree over KNN 
DT and KNN, both are non-parametric approaches. DT supports a facility for automatic feature interac-

tion whereas KNN cannot. DT is also fasters than KNN due to costly real-time execution [42]. 
2.3 Decision Trees over Naïve Bayes 

DT is a deterministic model while NB is a generative model. DT is quite simple and easy to use. Although 
naive Bayes outperforms the classifier more than the decision tree in terms of recall, f-measure, accuracy, and 
AUC however, a decision tree can better handle precision [43]. 
2.4 Decision Tree over Neural Networks 

CART, J48 decision tree classifiers, and Neural Networks both search non-linear solutions and have reci-
procity between independent variables.  DT works efficiently where there is a large set of categorical values 
in data training whereas NN gives efficient results when there is sufficient training data.  DT is also better 
than neural networks when the situation needs a detailed description of the decision [44]. 
2.5 Decision Tree over SVM 

DT uses hyper-rectangles in input space to sort out the problem whereas SVM uses the kernel tricky 
method for solving non-linear problems. DT is suitable for categorical data as it handles collinearity up to the 
mark more than SVM. Additionally, another vigorous crux concerning classifiers is [45]: CART and J48 DT 
provide the optimum solution in capturing non-linear associations, which can be complex to achieve with 
other classifiers like SVM and Linear Regression. Provide convenience to people: It is a remarkable aspect of 
DT. Outputs generated are easier to read without demanding statistical knowledge of difficult concepts.Some 
people think DT is more closely a reflection of human decision-making power than other techniques like clas-
sification and regression.  

CART and J48 DT can be visualized graphically and can be easily handled by non-technical or non-ex-
perts. Without creating dummy variables, both classifiers can handle qualitative parameters conveniently. DT 
is specifically designed for non-linear data sets. For CART and J48, no hectic preprocessing and assumptions 
are needed on data with understandable descriptions of the prediction. It takes minimum time and supervision 
for data preparation. It can also create data classification without having to compute complex calculations. 
Both classifiers proved excellent for data mining tasks due to minimum data pre-processing and training.  

CART and J48, both are easier to interpret compared to other ML models as they are close to black boxes. 
Having said that decision trees also come with some limitations [45]. DT can be non-robust as a minor change 
in the data sometimes can cause a huge change in a final estimated tree while training complex data sets. As a 
tree maximizes in size, it becomes susceptible to overfitting. They cannot perform well on large data sets. Due 
to high variance in the model and thinner splitting by one variable, CART predictions may be unstable whereas 
J48 provides stable outcomes due to recursively multiple variable splitting criteria. To tackle this, other tree-
based algorithms such as random forest and other boosting classifiers can be used but they lost interpretability.  

Finally, this study gives us a comparative analysis of decision tree classifiers which are Java 48 (J48), Clas-
sification, and Regression Tree (CART) for accurate diagnosis of hepatitis disease detection. Having said that, 
this article is conspicuous, as no single previous analysis has been conducted for hepatitis disease detection by 
using these classifiers. Our study disseminate more efficient results than most of the previous studies, i.e., we 
accessed 80% accuracy within 0.06 s by using J48 whereas 75% accuracy by using CART within 0.19 s. 
 
3. Materials and Methods 

The decision tree family consists of multiple algorithms but we have chosen two algorithms, which are 
J48 and CART that are rarely used on this dataset and have diversity in their nature. Both algorithms are easy 
to use and belong to the same hieratical in nature by constructing a tree, which is a decision rule. The decision 
tree split the features into divisions, which helps to minimize the recursion or repetition at every stage belong-
ing to the same stage. To analyze/examine the tree, the parent node is considered and it is used to predict the 
data of the new label. For better understanding, the pseudo-code of both classifiers is discussed in Figure 7 a,b. 
The working of the J48 model is as follows: The decision tree is constructed based on the values of attributes 
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in data set training. The attributes that have the peak information gain are selected. A child of the root is created 
for each possible value by ordering training instances to the appropriate child node. After that, the branch is 
terminated with a target value. Finally, the decision tree is created and the target value of the new instance can 
be predicted. Figure 7b illustrates a pseudo code of the J48 classifier. Whereas each fork is split into predictor 
variables and each node has a prediction for the target variable at the end as in Figure 7a. 
 
 

Figure 7. Pseudo code of (a) CART, (b) J48 Algorithm 
 

 
Figure 8. Pre-Processing Model 

In this research, we have used Waikato Environment for Knowledge Analysis (WEKA) tool to analyze the 
classification of algorithms. The detailed work of WEKA is discussed below in Figure 9. This also involves 
coming out with a suitable model between J48 and CART that can apply to multivariate data sets providing 
efficient and accurate results and taking minimum time to build a model as shown in Figure 8.  

(a) Algorithm 1: Pseudo code of the 
CART algorithm 

1 e = 0, endtree = 0 
2 Note (0) = 1, Node (1) = 0, Node (2) = 

0 
3 While endtree < 1 
4      If  

Node (2e -1) + Node (2e) + ……+ Node 
(2e+1 - 2) = 2-2e+1 

5                   endtree = 1 
6      Else 
7        do i = 2e – 1, 2e,………2e+1 -2 
8                If Node (i) > -1 
9                   Split tree 
10                     else 
11                   Node (2i + 1) = -1 
12                 Node (2i + 2) = -1 
13                  end if 
14                 end do 
15              end if 
16        e = e+1 

  end while 

(b)   Algorithm 2: Pseudo code of the J48 
algorithm 

1            Input: a dataset I 
2        start 
3        Tree = {} 
4         If (I is “pure”) || (other stopping 
criteria met) then terminate; 
5         For all attributes a belongs to I do 
6   Compute criteria of impurity function if we 
split on a; 
7          a best = Best attribute according to the 
above-calculated criteria 
8         Tree = create decision node that tests 
a best in the root 
9          Iv = induced sub-datasets from I 
based on a best 
10        For all Iv do 
11   Start 
12         Tree v = J48 (Iv) 
 13      Attach Tree v to the corresponding 
branch of the tree 
 14   end 
15    Return tree 
16    end 
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3.1 Data Pre-Processing 
Data preprocessing: it includes 1) Data cleaning, and transformation 2) Best variable selection for use in 

model building 3) Suitable classification for maximum prediction 4) Cross-validation for training and testing. 
For this, a total of 155 patients were included in this study of whom 32 patients are related to the first class 
(Die) and 123 patients belong to the second class (Alive). As preprocessing is a fundamental and necessary step 
in machine learning; therefore, we delete all those attributes that contained null values. In addition, to get a 
novel and high-quality statistical analysis of the data set, normalization, and data imputation were performed 
by using Chi-square Automatic Interaction Detector (CHAID) method that is used to discover the interactions 
between variables for tree classification [46]. In CHAID analysis, we can visualize the relationships that help 
to determine how variables best combine to define the outcome in a given dependent variable and generate 
synthesis samples for both classes. WEKA (version 3.8) tool was used to construct the model because it is an 
integration of visual tools and a graphical user interface for easily performing algorithms.  

This section also discusses the further methodology steps taken in comparing J48 & CART. 
• To analyze the comparison between CART and J48, the first step is to select the algorithm. 
• Choose the data set with several instances are 155 for testing. 
• Split the data set into 10 subsets for cross-validation (Mode of test: 10-fold cross-validation). 
• Run cross-validation. 
• Execute the test multiple times by a variating number of instances. 
• Finally, summarizes the test results. 

The numbers of attributes are 20 including the class attribute. The number of Instances is 155 as shown 
in Table 3. All the Missing Attribute values are denoted by "?". 

Table 3. Features of Data Set 
 
 
 
 
 
 
 

 
 
 
 
 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. WEKA Data Flow Diagram 

Features Value 

Data Set Characteristics Multivariate 

 

 

 

 

Attribute Characteristics Categorical, Integer, Real 

Associated Tasks: Classification 

Number of Instances: 155 

No of Attributes: 19 

Missing Values: Yes 

Area: Life 
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3.2 Data Understanding 
3.2.1 Data Source 

  The data set is taken from the University of California Irvine (UCI) machine learning repository.  
3.2.2 Data Preparation 

The decision for strong prediction of hepatitis disease is based on various attributes and clinical factors 
that are Age, Sex, Steroid, Antiviral, Fatigue, Malaise, Anorexia, Liver big, Liver firm, Spleen palpable, Spider, 
Ascites, Varices, Bilirubin, Alk phosphate, Sgot, Albumin, Protime, Histology, and their class as shown in Table 
4. There are two classes in Hepatitis Disease Dataset. The first class is Die which has 32 instances and the second 
class is Alive which comprises 123 instances in Table 5. 

Table 4. Hepatitis Variables with Possible Values Used in Analysis 
            

 
Table 5. Class Distribution 

 

 

Attribute Attribute Type Class Possible Value 

Age (Numeric) Predictor 10 - 80 (Years) 

Sex (Nominal) Predictor Male, Female 

std (Steroid) (Nominal) Predictor Yes (1), No (0) 

av (Antiviral) (Nominal) Predictor Yes (1), No (0) 

fg (Fatigue) (Nominal) Predictor Yes (1), No (0) 

mls (Malaise) (Nominal) Predictor Yes (1), No (0) 

ar (Anorexia) (Nominal) Predictor Yes (1), No (0) 

lb (Liver big) (Nominal) Predictor Yes (1), No (0) 

lf (Liver firm) (Nominal) Predictor Yes (1), No (0) 

sp (Spleen palpa-

ble) 

(Nominal) Predictor Yes (1), No (0) 

spd (Spiders) (Nominal) Predictor Yes (1), No (0) 

asc (Ascites) (Nominal) Predictor Yes (1), No (0) 

var (Varices) (Nominal) Predictor Yes (1), No (0) 

br (Bilirubin) (Nominal) Predictor 0.39, 0.80, 1.20, 

2.00,3.00, 4. ap (Alk phos-

phate) 

(Nominal) Predictor 33, 80, 120, 160, 200, 

250 sg (Sgot) (Nominal) Predictor 13, 100, 200, 300,400, 

500 al (Albumin) (Nominal) Predictor 2.1, 3.0, 3.8, 4.5, 

5.0,6.0 
pro (Protime) (Nominal) Predictor 10, 20, 30, 40, 50, 

60,70, 80, 90 hist (Histology) (Nominal) Predictor Yes (1), No (0) 
Class (Nominal) Target Die, Alive 

Class Number of Instances 

 

 

Die 32 
Alive 123 
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3.3 Classification Method 
To classify new patients, our predicted model is based on the following indicators. 

3.3.1 Binominal Classification 
This type of classification consists of either predicted yes or predicted no values because the class at-

tribute consists of two classes of problems. So, the algorithm predicts one of these i.e. a match may be de-
tected/predicted or not.   
3.3.2 Multinominal Classification 

This type of classification is used where there are multiple classes/labels, i.e., [0 to N-1]. For such kinds 
of problems, the classifier predicts one of all these. In this study, CART and J48 classifiers are used to classify 
hepatitis disease. Both algorithms with their working are discussed in the following section.  
3.4 Classification and Regression Tree (CART) 

This is a decision tree algorithm that is used to detect disease, solve operational problems, and maximize 
efficiency and accuracy. Determination and selection of related attributes are challenging tasks. CART pro-
vides a method to handle missing values in a sophisticated way. The authors of the study, Fikes et al. [47] 
suggested that CART is an analysis tool for optimal handling of missing values of our incomplete data. 

CART is used to solve the following type of problems: 
1. Solve to maximize the tree problem, in short, it can be said how big to grow the tree. 
2. Two ways splitting (binary form) strictly follow the rule. It means that data is split into partitions. Hence, 
partitions can also be split into further partitions or subnets. CART tree is generated by repeating partitioning 
of the data set.  
3. CART algorithm can handle missing values.   
4. Validate the tree and test automatically. 

 
Figure 10. Classification Tree by CART  

To classify new data in CART, decision trees are used because CART uses a learning sample for the building 
of a decision tree, and samples are divided into smaller subsets as shown in Figure 10. The author of the study 
Holland [48] said about decision trees are represented by a set of queries that separates the learning process. 
So, the tree can be constructed with the help of datasets and their dependent information, regression, or clas-
sification. Although the classification method is frequently used in CART by using historic data for the con-
struction of a decision tree. To obtain effective results from this algorithm, first, we need to know about class 
distribution which has already been discussed in Table 4.  

Yes, or No (inversion type) questions are only asked by the CART algorithm. Possible questions asked by 
CART are: Is age greater than 60? Is the room furnished? To search out the best split, the CART algorithm will 
find all the possible values and variables. Figure 11 shows the example of patients with multiple risk levels. 

The decision tree includes hundreds of levels and numerous variables. Both numeric and categorical vari-
ables can be easily handled by CART as depicted in Figure 11. 
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Figure 11. Patient’s Classification Tree  

In short, the CART methodology comprises three basic parts.  
• Maximize tree construction. 
• Construction of the right tree size. 
• Using constructed tree, new classified data. 

This is a non-parametric (inherited) approach for decision trees. Viswanathan et al. [49] said that CART is 
used in financial applications like Customer Relationship Management (CRM) etc. Also, they suggested that 
there are no assumptions about the underlying distribution. These are developed by predictor variable values. 
Based on a comprehensive search for all possibilities, CART recognizes separate variables. It can deal with 
missing variables. For non-statisticians, CART trees are very easy to understand even. Reza et al. [50] have 
thrown light that, Classification and Regression Trees divides only by one variable that formed unbalanced 
decision trees. 
3.5 Java 48 (J48) 

J48 is one of the decision tree algorithms. J48 is an extension of the ID3 “Iterative Dichotomiser 3” algorithm 
developed by the project team WEKA. Shu Hsien Liao et al. [51] research shows that C4.5 is also in strong 
relation with ID3 and J48. A C4.5 algorithm is an extended form of ID3. The relationship between ID3, C4.5, 
and J48 is mentioned in Figure 12. 

 
Figure 12. Origination of Java 48 (J48)  

In WEKA, C4.5 is known as J48 (J stands for Java). C4.5 is also known as a statistical classifier.  
In short, it can be said that J48 is an extended form of C4.5. This algorithm has multiple features like “Rules 
Derivation, Accounting for missing values, Value Range as well as Decision Tree Pruning”. Nazmy El-messiry 
et al. [52] throw light and concluded that J48 is open source implementation of the C4.5 algorithm. 
To decide the target value of a new sample based on multiple parameters, the decision tree is a predictive 
model based on machine learning. A decision tree can be expressed as the terminal or destination node which 
tells us the final value, different nodes of the decision tree denoted by internal nodes, and possible values 
identified by the branches between the nodes. J48 uses two types of variables. These are independent and 
dependent variables. Dependent variables are those that are predicted because their values depend upon some 
other attributes. Independent variables are those that provide help in predicting the value of dependent vari-
ables.  
    J48 decision tree algorithm follows a simple algorithm to classify new items. The first step which will take 
place to classify a new item is to create a decision tree based on a valued attribute from the available training 
data set. Moreover, it will look for other attributes with maximum or highest information gain. J48 is also 



Journal of Computing & Biomedical Informatics                                               Volume 06  Issue 02 

ID : 322-0602/2024   

referred to as a statistical classifier because it can handle numeric and categorical data. J48 supports medium 
size data sets with faster training time and low expenditure cost. To create a decision tree by using the J48 
algorithm, there are two basic steps which are listed below. 
• The first step is to analyze the database. 
• The second step is to prepare the database by accessing information. 
• The information must be valid. If invalid or incorrect data is imported into WEKA, no algorithm will be 

able to analyze the database properly and efficiently. 
• Then get started with the WEKA program. 

Each leaf node in J48 demonstrates performance parameters until the data should have a possible and per-
fect count rate as elaborated in Figure 13. This algorithm generates rules from which it produces specific data. 
It gives balanced flexibility and accuracy when the goal is to gradually generalize a decision tree. 

Some working steps of the J48 algorithm are discussed below. 
The first case is if the instance belongs to the same class then the tree is represented by a leaf so that by labeling 
the same class, the leaf is returned. 
By testing the attributes, for every attribute information is computed. The result from the test is also calculated 
which is said to be information gain.  
• Then choose the best attribute selection criteria and the branch that is found on the property. 
• J48 algorithm has been used to enhance the accuracy rate of data mining procedures.  

 
Figure 13. J48 Pruned Tree 

3.6 Cross Validation Summary 
This section splits the data set into various k-folds for training and testing. It also describes the training 

of the CART and J48 algorithms to predict the classes from given attributes. For the effective performance of 
the model, we train our data set by using 10-fold cross-validation which is shown in Figure 14. The data set is 
divided into 10 groups. To compute the average of all k-test, the model is tested and repeated. Figure 14 depicts 
that the data set is split into 10 groups in which 1 group is considered as test data and all other remaining are 
considered as training set data. Assessment outcomes are retained as 92% in Round 1, 89% in Round 2, 90% in 
Round 3, and 95% in Round 10. 
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    Figure 14. 10-Fold Cross Validation  
 
3.7 Parameters for Performance Measurement 
Distinctive performance measures are used to evaluate the performance of the classifier.  

These Sensitivity, Specificity, Accuracy, Precision, F-Measure, ROC curve, and Confusion matrix are dis-
cussed below.  
• Sensitivity: Test ability to authenticate those who have the disease, in other words, can be said the “True 

Positive” rate. Sensitivity deals with the proportion of actual positives that are correctly identified as True 
Positives (TP). The formula to calculate sensitivity is written below and Figure 15 shows the high sensitiv-
ity and low specificity. 

Sensitivity = TP / TP+FP                                                                       [1] 
 

• Specificity: (Mehmet Korurek et al. [53] had said that the test's ability to authenticate those who do not 
have the disease, in other words, can be said the “True Negative” rate. Specificity deals with the proportion 
of negatives that are correctly identified as negative. The formula to calculate specificity is given below. 

 Specificity = TN / TN+FN                                                                    [2] 
 

 

Figure 15. Sensitivity and Specificity  
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• Accuracy: 
Accuracy is the basic and simple performance measure. Accuracy is the ratio of the number of valid 

or correct classifications to the total number of correct or incorrect classifications. The formula to calculate 
accuracy is written as follows: 

Accuracy = TP+TN / TP+ FP+TN+FN                                                           [3] 
 
• Precision: 

Precision is used to describe what ratio/proportion of predicted true identifications were valid and 
correct. The formula to calculate accuracy is written as follows: 

Precision = TP/TP+FP                                                                         [4] 
 
• Frequency Measure (F-Measure): 

Frequency Measure is the computed weighted average of sensitivity and precision values. It is also 
applicable in the information retrieval domain for the approximation and estimation of classifier performance. 
The formula to calculate accuracy is written as follows: 

F-Measure = 2*sensitivity*precision / sensitivity + precision                                    [5] 
 
• Recall: 

The recall is used to compute the actual Positive Rate (PR). From overall positive data points, the recall 
rate represents the ratio of the data points that are classified as accurate and positive. The formula to calculate 
recall is written as follows: 

                Recall = TP / TP+FN                                                          [6] 
3.8 ROC Curve 

ROC stands for “Receiver Operating Characteristics”. ROC is the very basic tool for diagnosing test 
evaluation. The ROC curve depends upon two basic parameters which are sensitivity and specificity as shown 
in Figure 16. ROC "Receiver Operating Characteristic" is wedged between sensitivity and specificity. The main 
benefit of ROC is to diagnose the accuracy and interpretation of investigation that makes available analysis. 
This analysis process is attached directly to cost in and normal manner. Finally, all collected parameters like 
sensitivity and specificity report a diagnostic and analytical accuracy that can offer tests (Mohamed Owis et al, 
[54]. 

ROC curve is also known as the “Relative Operating Characteristic” curve, as it provides a compara-
tive analysis of two operating parameters which are True Positive rate & False Positive rate. To illustrate the 
performance of binary classifiers, the ROC curve provides a graphical plot as provided in Figure 16. 

 
Figure 16. ROC Curve 
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In ROC Curve false positive rate is on X-axis and the true positive rate is on Y-axis. ROC curve can be 
categorized as excellent (0.90-1), good (0.80-0.90), fair (0.600.70), or fail (0.50 – 0.60) in the test.  
3.9 Confusion Matrix 

The confusion matrix is used as proof of the characteristics of quality management. It contains several con-
tents that have been classified correctly for each class [54]. “True positive”, “False Positive”, “True Negative” 
and “False Negative” are computed with the help of a confusion matrix as shown in Table 6. 
• True Positives (TP) are the number of examples properly and correctly classified to that class.  
• True Negatives (TN) are the number of examples correctly discarded or rejected from that class.  
• False Positives (FP) are the number of examples incorrectly classified to that class. 
• False Negatives (FN) are the number of examples imperfectly or incorrectly rejected from that class. 

 
Table 6. Confusion Matrix 

 P’ (Predicted) N’ (Predicted) 

P 
(Actual) 

 
Predicted True Positive Predicted False Negative 

N 
(Actual) 

 

Predicted False Positive Predicted True Negative 

 
4. Results 

In this study, J48 and CART classifiers have been applied. Table 7 provides the cross-validation summary 
for both classifiers. The total number of attributes is 20 which has already been discussed in Table 4. This study 
comprises a 10-fold cross-validation test mode that has been discussed in Figure 13 with validation accuracy 
from round 1 to onward round 10. Table 8 shows the class accuracy by using the J48 classifier in terms of True 
positive, False positive, precision, recall, frequency measure, and ROC area. The average weight has combined 
results for both classes with a full training-set classification model. 

 
Table 7. Cross-Validation Summary 

 
 
 
 
 
 
 
 
 
 
 
 

 
Table 8. Accuracy by using J48 Classifier 

TP Rate FP Rate Precision Recall F-Measure ROC Area Class 
0.87 0.463 0.88 0.87 0.873 0.67 2 
0.531 0.13 0.515 0.531 0.523 0.67 1 

0.8 0.399 0.802 0.8 0.801 0.67  

Instances that are correctly classified 
 

124 (80%) 
 

Instances that are incorrectly classified 3 (20%) 
 

Kappa statistic 
 

0.3966 
 

Mean absolute error 
 

0.241 
 

Root mean squared error 
 

0.4308 
 

Relative absolute error 
 

72 % 
 

Root relative squared error 
 

106% 
 

Total No. of Instances 
 

155 
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Average 
Weight 

Table 8 shows the class accuracy that has been achieved by using the J48 classifier. True positive, False 
positive, precision, recall, frequency measure, and ROC area were obtained as 0.87, 0.46, 0.88, 0.87, 0.873, 
and 0.67 for class 2 respectively. In the same way for class 1, the same parameters were obtained as 0.53, 
0.13, 0.515, 0.531, 0.52, and 0.67 respectively. The average weight has combined results for both classes re-
lated to the J48 classifier.  

Table 9. Results using the J48 Algorithm 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Our data set contains 155 attributes as mentioned in Table 9, which gives multiple calculations that have 

been accessed by the J48 classifier. The number of instances that are corrected and classified by the J48 algo-
rithm is 124 with 80%. The number of instances that are incorrect with the same algorithm is 31 and their 
calculated percentage is 20. Kappa statistic is an agreement of measurement between multiple values and var-
iables that is 0.396. Other parameters like mean absolute error, root mean squared error, relative absolute error, 
and root relative squared error are obtained at 0.24, 0.43, 72%, and 106% respectively. The total number of 
leaves that have been taken by J48 is 8 with a tree size of 15.   

Table 10. Confusion Matrix by J48 Algorithm 
 
 
 

 
 
Table 10 provides the stratified summary of the confusion matrix for the J48 algorithm that is already 

mentioned in Table 6 in the form of actual and predicted theory. Equations [3], [1], and [2] discussed previ-
ously, give us a deep understanding of accuracy, sensitivity, and specificity ratios obtained by the J48 classifier 
as 80%, 87%, and 51% which are given below. A descriptive analysis of these parameters has been already 
provided in the performance measurement section. 

       
Accuracy = TP+TN / TP+TN + FP +FN 

107+17/107+17+15+16 = 0.8 = 80% 
 

Sensitivity = TP / TP+FP 
107/107+15 = 0.877 = 87% 

Instances that are correctly classified 124 (80%) 
 
 Instances that are incorrectly classified 31 (20%) 
 
 Kappa statistic 0.396 
 Mean absolute error 0.241 
 Root mean squared error 

 
0.430 

 
Relative absolute error 72% 

 
Root relative squared error 

 
106% 

 Total no. of instances 155 

No. of leaves 8 

Size of tree 15 

 P’ (Predicted) n’ (Predicted) 
P (Actual) 

 107 16 
 

N (Actual) 
 

15 17 
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Specificity = TN / TN+ FN 

17/17+16 = 0.515 = 51% 
 

Table 11. Class Accuracy by CART Algorithm 
TP Rate Fp Rate Precision Recall F-Measure Roc Area Class 

0.935 0.94 0.793 0.93 0.858 0.543 2 

0.063 0.065 0.2 0.063 0.095 0.543 1 
Average 

0.755 0.757 0.671 0.755 0.701 0.543 0 
Weight 

 
Table 11 shows the class accuracy that has been achieved by using the CART classifier in terms of True 

positive, False positive, precision, recall, frequency measure, and ROC area. The average weight has combined 
results for both classes related to the CART classifier.  

Our data set contains 155 attributes. Table 12 shows multiple calculations that have been accessed by the 
CART classifier. Correctly, classified instances by the CART algorithm are 117 (75.4%), and incorrect instances 
are 38 (24%). Table 12 also showed other parameters such as Kappa statistic, mean absolute error, root mean 
squared error, relative absolute error, and root relative squared error. No. of leaf node and tree size has been 
calculated as 1 for both.  

Table 12. Results using the CART Algorithm 
Instance Value 

Instances that are correctly classified 117 (75%) 

Instances that are incorrectly classified 38 (24%) 

Kappa statistic -0.0034 

Mean absolute error 0.318 

Root mean squared error 0.4294 

Relative absolute error 96.31% 

Root relative squared error 106% 

Total no. of instances 155 
 

Table 13. Confusion Matrix by CART Algorithm 
 

 
 
 
 
 

 

 P’ (Predicted) n’ (Predicted) 

P (Actual) 
 115 8 

N (Actual) 
 

30 2 
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Table 13 provides the summary of the confusion matrix for the CART classifier that is already mentioned 
in above Table 6 in the form of actual and predicted theory. Equations [3], [1], and [2] discussed previously, 
give us a deep understanding of accuracy, sensitivity, and specificity ratios obtained by the CART classifier as 
75%, 79%, and 20% which are given below. A descriptive analysis of these parameters has been already pro-
vided in the performance measurement section. 
 

Accuracy = TP+TN/ TP+TN + FP +FN 
115+2/115+2+30+8 = 0.75 = 75% 

 
Sensitivity = TP / TP+FP 
115/115+30 = 0.79 = 79% 

 
Specificity = TN / TN+ FN 
2/2+8 = 0.2 = 20% 

5. Discussion 
This section provides comparative statistics and substantial characteristics for both classifiers. Keeping in 

the view from Table 14 and Figure 17 given below, shows that J48 provides a Sensitivity of 87.7%, Accuracy of 
80%, F-Measure of 0.80%, and Time of 0.06 sec as evaluation metrics for a skewed class data set. Conversely, 
the CART prevails in Sensitivity at 79%, Accuracy at 75%, F-Measure at 0.70%, and Time at 0.19 sec. Table 14 
also shows the best results for the Relative Absolute Error (RAE) seized from J48 and CART as 96% and 72% 
respectively. Assuredly, the J48 classifier accords the best performance outcomes over CART conducive to data 
mining procedures. 

Table 14. Performance Parameters by CART & J48 Classifiers 

Algo Accu Sensitiv Speci FM P TT Correct 
Instances 

Incorrect  
Instances 

Kappa 
Stats RAE No. of 

leaves 
Tree 
Size 

CAR
T 75% 79% 20% 0.701 0.671 0.19 

sec 75% 24% -0.0034 96% 1 1 

J48 80% 87.70% 
51.50

% 0.801 0.802 
0.06 
sec 80% 20% 0.396 72% 8 15 

Accu=Accuracy, Sensitiv=Sensitivity, Speci=Specificity, FM=Frequency Measure, P=Precision, TT=Time Taken, 
RAE=Relative Absolute Error 

 

 
 

       Figure 17. Comparative Analysis on the Base of Overall Accuracy 
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Figure 17, which is computed by performance measurements of CART & J48 algorithms, Accuracy, Spec-
ificity, and Sensitivity are clearly shown here. Accuracy by the CART algorithm is approximately 75%, sensi-
tivity is approximately 78% and specificity is 20%. If talk about J48, its accuracy rate is approximately 80%, 
sensitivity is 88% and specificity is 52%. So, J48 gives the best understanding regarding performance parame-
ters, because it can give better results for all data type attributes with the best accuracy rates and provide 
efficient results. It can be said that the J48 classifier has been used to enhance the accuracy rate of data mining 
procedures. The detailed outcomes of the performance metrics are shown in Tables [7, 8, 9, 10, 11, 12, 13, 16 
(56, 57, 58, 59)] and conclusively from Tables 14 and 15, J48 yields coherent results for small to medium and 
skewed class data sets. This happens because of better classification, fast training time with minimum errors, 
better pattern explanation with minimum cost, takes less memory, minimum searching, pruning, and rules 
inference that lead to stable results. In comparison with CART, it gives maximum cost and takes more time to 
build a model as shown in Table 14. The CART classifier makes data thinner by splitting one variable which 
may create an unbalanced tree whereas J48 comes with multiple variables splitting criteria that formed a bal-
anced tree as shown in Table 15. It is expected the J48 classifier will provide flexible and efficient results for 
large data sets as well.  

Table 15. Differentiating Features for Both Classifiers 

Features 
Tree Type 

Split-
ting 

Variable 

Missing 
Values 

Decision 
Tree  

Results 
Type Splitting 

Criteria 
Type Missing 

Values Classi-
fier 

CART 

Data thin-
ner for 
each split 
(may cre-
ate an un-
stable tree 
for large 
data sets) 

Split 
only one 
variable 

Handle 
missing 
values 

May be 
unstable if 
the tree 
grows, in-
crease or 
decrease 
complex-
ity 

Re-
gres-
sion 
Tree  
Ap-
proach 

Towing 
Criteria 

Handle  
numeri-
cal, nom-
inal, con-
tinuous, 
and Cat-
egorical 
values 

Handle 
missing 
values 

J48 

Recur-
sively 

splitting 
data crite-

ria 

Multiple 
varia-
bles 

Handle 
missing 
values 

Mostly  
stable 

Depth 
First 

Search 

Gain  
Ratio 

Same as 
CART 

Same as 
CART 

 
Table 16. Comparative Analysis of Performance Measures of the Proposed Model 

Title Data Set Classifier Accuracy F-Measure Recall Preci-
sion 

Time 
Taken 
(Sec) 

[56] Iris J48 95% 0.91 0.98 0.94 - 

  

Tic-Tac-Toe J48 83% 0.79 0.86 0.99 - 

Diabetes J48 73% 0.73 0.73 0.73 - 
Yuta- Selec-

tion J48 66% 0.67 0.67 0.67 - 

[58] EBR Model J48 75.40% - - - - 

  ECC J48 75.50% - - - - 
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RAKEL J48 74.50% - - - - 
EPS J48 75.80% - - - - 

[59] Weather CART & J48 
CART 
(50%)         

J48 (50%) 0.42 0.5 0.37 0.07 

  

Hepatitis CART & J48 

CART 
(69.14%)         

J48 
(72.57%) 0.72 0.72 0.72 0.05 

Zoo CART & J48 
CART 
(40%)         

J48 (80%) 0.92 0.89 0.92 0.06 
[57] Hepatitis J48 J48 (79.1%) - - - - 

Pro-
posed 

Method 
Hepatitis CART & J48 

CART 
(75%)         

J48 (80%) 0.80, Sensitivity 
(87.7) 0.95 0.8 0.06 

 
Table 16 shows the detailed comparative analysis of performance measures of various studies and the pro-
posed study. It can be seen that for the hepatitis dataset, J48 provided the best results. 
 
6. Conclusions 

In the present research, we aim to make the reader understand the comparative and conclusive analysis in 
applying machine-learning algorithms to non-linear data sets for disease prediction. The finding in our re-
search states that J48 outperforms the CART classification algorithm and gives the best in terms of performance 
evaluation metrics and characteristics as discussed in Table 14 and Table 15. It is also noticed that J48 is advis-
able for medium and large data sets due to multifarious features as discussed in Table 15 but on the contrary, 
CART is convenient for small data sets. It can also be used for large data sets but with paramount time and 
cost. Moreover, decision trees performed well for skewed class data sets (the data analysis related to one of 
two classes like in the hepatitis classification problem, the patient has hepatitis is 1% so p = 1 (Yes), and the 
patient who does not suffer from hepatitis is 98% then p = 0 (No) [55]. 
Although, we used a small sample size for this examination that gives appeased results by the J48 algorithm 
as shown in Table 16. Moreover, if a large data set is used with resampling, threshold-moving, and clustering 
the abundant class techniques, it can surmise healthier results by minimizing the over-fitted and unbalanced 
issues too [55] as discussed in the literature review. Hence, it can be said that DT is effective for balanced 
classification with small to medium and skewed data sets, however, it cannot generate remarkable outcomes 
and limitations on imbalanced data sets. Keeping in view both classifiers' comparison hence, it can be said that 
J48 is strongly recommended to help in effective decision-making. This decision support system has a very 
great potential to be further improved in the future by using ensemble-learning algorithms that will accouter-
ment the limitations. The former will apply a data augmentation technique to enhance the limited-size dataset 
before feeding it to the machine learning models. In the latter, we will experiment from the beginning with a 
large-scale non-synthetic dataset. 
Disclosure: This work is available in Research Square as a preprint article; it offers immediate access but has 
not been peer-reviewed [60]. 
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