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Abstract: Patients with prostate cancer (PCA) are more vulnerable to metastasis, which is the 

disease's most devastating result and the primary reason for mortality. It is still not possible to 

accurately anticipate whether or not locally advanced PCA will spread. In this work, potential 

biomarkers are identified by using Machine learning, which compares the gene expressions of 

metastatic and local prostate cancer by identifying the differentially expressed genes (DEGs) and 

the molecular pathways associated with the metastasis development of prostate cancer. Two gene 

profiles (GSE32269 and GSE 6919) are downloaded from the Gene Expression Omnibus collection, 

which contains a total of 226 tissue samples (69 metastatic, 81 normal prostates, and 76 localized 

PCA). A fine-tuned Support vector machine(SVM) for feature selection and classification is used, 

which is employed to analyze gene activity and select vital biomarkers. Moreover,  this study 

examines the genomic activity and determines the key gene that is essential in distinguishing 

between localized and metastatic PCA.  
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1. Introduction 

The most commonly diagnosed cancer in men is prostate cancer and it is the fifth leading cause of 

death in men [1-5]. In prostate cancer, a malignant tumor is created in the urinary system of males belong-

ing to American and European populations [2]. The semen fluid is produced by the prostate gland which 

presents below the bladder of a man. Most old men suffer from prostate cancer. It is rare in men which are 

less than 40 years of age. Males over the age of 65 have a high risk of prostate cancer if they have a family 

history of prostate cancer. However, prostate cancer is a relatively slow-growing disease and sometimes 

does not show any symptoms in the early stages. In the advanced stages, prostate cancer symptoms might 

include urinary problems, pain in the lower back, and ejaculation pain [3]. The state of cancer is determined 

by the rate at which cancer spread and how distinct it is from the tissues around it. Tumor cell growth, 

migration, and invasion lead to metastases. In general, localized prostate cancer initially spread to lymph 

nodes, then it spread to bones, lungs, or liver [4-11]. Bone metastases are identified in around 70% of pa-

tients with advanced prostate cancer [10]. Therefore, the last thing which doctors want to see is cancer 

metastasis.  

The five-year local prostate cancer has a survival rate of 100% whereas, prostate cancer with metastatic 

reduces the survival rate to 30%. Extensive investigations revealed that the biomolecules such as miRNA, 

enzymes, and in some cases abnormal glucose metabolisms are the cause of the development and metas-

tasis of prostate cancer [9]. The prediction of prostate cancer remains unfinished because each cascade 

element is not holistically replicated in the metastasis of prostate cancer [8]. Digital rectal test (DRE), pros-

tate-specific antigen (PSA) blood test, and ultrasonography are traditionally used to detect prostate cancer. 
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All these methods have low sensitivity and specificity which are not up to the mark with medical standards 

[12-16]. Magnetic resonance imaging (MRI) for prostate cancer is unable to recognize 12% of cancer cases.  

However, before the symptoms arise these tests are also utilized for the screening of prostate cancer. More-

over, MRI or biopsy may be required if the results are abnormal. Whereas the treatment is typically based 

on the cancer stage [17]. 

To increase the treatment efficiency, gene biomarkers are used to find the location of prostate cancer. 

The unavailability of biomarkers leads to a poor prediction of the metastatic potential of local prostate 

cancer [18-24]. Moreover, it is important to understand the biological differences between localized and 

metastatic prostate cancer for the development of new biomarkers which helps in prostate cancer progno-

sis and treatment. The cause of disease development can easily understand by the analysis of biomarkers 

[25-32]. Applying artificial intelligence (AI) to help detect the metastatic nature of PCA. Researchers have 

primarily focused on the gene dataset to enhance the metastasis detection of PCA [33].   

Machine learning algorithms have effectively been implemented to identify the gene biomarkers of 

prostate cancer. The advancement of next-generation sequencing (NGS) technology attracts researchers to 

identify the genomic biomarker for prostate cancer [34]. NGS increases the accuracy of gene relationship 

detection and provides a detailed view of cancer cell gene transcription activities [35]. Preprocessing of 

data is required because NGS produces a lot of data with certain abnormalities. Gene expression data pro-

vides a deep insight into the genomic activities of tumor tissues which helps in a better understanding of 

disease development [34].   

In this work, we apply a machine-learning algorithm (ML) to predict the metastasis of prostate cancer. 

To classify the localized and metastasis PCA, a fine-tuned support vector machine (SVM) is applied to two 

gene profiles GSE 6919 and GSE 32269.  

 

2. Materials and Methods  

This section includes the proposed methodology for our study for the development of a biomarker to 

identify localized and metastatic PCA.  

      2.1. Microarray data 

The GEO database is used for the download of the GSE 32269 and GSE 6919 gene expression dataset 

for this study [13]. Each dataset contains the primary prostate cancer samples as well as metastasis prostate 

cancer. Moreover, sample ID, gene symbol, and entering gene ID are included in the platform file. The raw 

gene expression data set file type is CEL. GSE32269 dataset contains 55 samples, 16 samples belong to 

localized prostate cancer whereas 39 samples belong to metastasis prostate cancer. The GPL96 (Affymetrix 

Human Genome U133A Array) platform is used to build this dataset. The GSE6919 dataset contains 171 

samples, 65 samples belong to primary localized prostate cancer, 81 samples belong to normal prostate 

tissues and 25 samples belong to metastasis prostate cancer. This data set is constructed using the Affy-

metrix Human Genome U95 Version 2.0 Array (GPL8300) platform [14]. 

2.2. Data Preprocessing 

To develop an equal contribution of features the genes expression are scaled by the technique of data 

normalization. The Affy package of R language is used to normalize the raw CEL data. The corresponding 

gene symbol is used to represent each probe ID of the expression matrix in the annotation file. The R lan-

guage is used to calculate the average value when multiple probes correlate to the same gene. The lemma 

R package is utilized to filter the genes of each dataset. Differentially expressed genes have been considered 

for genes when the P-value < 0.05 and |log2fold changes (FC)| >1 are observed [14]. The quality of data 

plays a significant role in the ML-based classifier [16]. 

2.3. Data Sampling 

The class imbalance problem is observed in the dataset, the metastasis occurrence in the adrenal gland, 

lungs, and kidney, recurrent in the prostate and left inguinal lymph node is one whereas, the retroperito-

neal and para-aortic lymph node is three. The metastasis occurrence of the liver is five and the paratracheal 

lymph node is eight. The metastasis occurrence of bone is thirty-nine. To identify the most effective solu-

tion for our datasets, multiple resampling methods have been implemented and tested [15]. To ensure that 

each group has an equivalent number of samples, oversampling simply adds the duplicates to the minority 

groups. Oversampling, on the other hand, helps even out the classes and improves the classifier's accuracy, 

but it also has the drawback of being prone to overfitting. Oversampling of underrepresented groups is 

accomplished with the Synthetic Minority Oversampling Method (SMOTE) while undersampling of dom-

inant groups is achieved with the Neighborhood Cleaning Rule (NCL). SMOTE and NCL worked better 
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than any other strategy [16-17] for dealing with unbalanced data. If a group's sample doesn't share charac-

teristics with at least two of its three nearest neighbors, NCL throws out the group's sample. By employing 

the feature vector that connects both samples, SMOTE generates a third synthetic sample to go along with 

the two original samples (see Figure 1). A new sample's precise position is determined by measuring the 

distance between two existing samples and then multiplying that result by a random number between 0 

and 1 [17].  

 

Figure 1. Synthetic minority oversampling technique (SMOTE) 

 

2.4. Feature Selection 

The curse of dimensionality becomes an issue when dealing with a large variety of features. Machine 

learning techniques are used to speed up the classification process and cut down on the amount of identi-

fied features. All genes are divided into groups according to the largest information gain (IG) against each 

category using the information gain (IG) approach for selecting features. Attributes with the lowest scores 

are thrown out, while those with the highest scores are chosen. In this research, the IG considers all of the 

characteristics [19] The IG of feature J concerning class K may be found by using the following formula: 

 
𝐼𝐺(𝐾, 𝐽) = 𝐻(𝐾) − 𝐻(𝐾|𝐽)                                                                                                                                                          (1) 

 

where, 

𝐻(𝐾) = − ∑ 𝑝(𝑘)𝑙𝑜𝑔2(𝑝(𝑘))
𝑘∈𝐾

                                                                                                                                             (2) 

 

𝐻(𝐾|𝐽) = − ∑ 𝑝(𝑗)

𝑗∈𝐽

∑ 𝑝(𝑏|𝑗)𝑙𝑜𝑔2(𝑝(𝐾|𝑗))                                                                                                                    (3)

𝑘∈𝐽

 

 

Here, H(K) shows the entropy of class K and H(K|J) shows the qualified entropy of K given by J. This 

stage is used to select the best set of attributes (genes) to ensure the right classification between the various 

classes. 

2.5. Machine learning Models 

Appropriate feature selection plays a significant role to measure classification accuracy. A fine-tuned 

SVM is utilized to evaluate the performance of a biomarker that identifies metastatic and localized PCA. 

2.5.1 Support Vector Machine (SVM) 

The SVM is an ML classifier that is mostly utilized for regression and classification problems. It is a 

linear model which figures out hyperplane for n-dimensional data. SVM split the data within the decision 

limit. 

SVM is a linear model which is mostly used for classification and regression problems [19]. SVM is 

one of the most widely used ML algorithms to figure out the best hyperplane for the n-dimensional (D) 



Journal of Computing & Biomedical Informatics                                           Volume 04  Issue 02                                                                                         

ID : 139-0402/2023  

space of data [26]. The work of SVM is to split the data points according to space within a decision bound-

ary. The following equations (4) and (5) represent the positive (+) and negative (-) relation used for dividing 

the space between the decision boundaries. 

 
x ∗ y + a > 0                                                                                                                                                                 (4) 
 
x ∗ y + a < 0                                                                                                                                                                 (5) 
 

Whereas x represents the value of the vector perpendicular to the median, the value of the unknown vector 

is represented by the y and the constant is represented by the a. 

 A novel framework is proposed in this study for the detection of localized and metastatic PCA. Both 

the gene expression datasets are merged, and the proposed model is applied to create a biomarker for the 

classification of local and metastatic PCA. In the initial step data, pre-processing is applied to the gene 

expression datasets. Data is normalized at this stage. The data imbalance issue is resolved by using the 

SMOTE and NCL techniques. Afterward, the data is split into three parts, 70% of the data is used for train-

ing, 20% is used for testing and 10 % is used for validation purposes. To train the proposed SVM random 

gene instances are selected with k-fold cross-validation. The SVM passes the data input as an argument 

kernel by utilizing a support vector classifier (SVC) as a linear kernel. To classify the data, SVM uses hy-

perplanes. The hinge cost function is used to evaluate the margin between hyperplanes and data points. 

To prevent the model overfitting cross-validation is performed, which helps to observe the learning status 

of the model at the time of training. The SVM is fine-tuned by using the stochastic gradient descent (SGD) 

on the initial learning rate (0.0006, 0.06 & 0.2) with a momentum value of 0.8. a total of 4 epochs are used 

to execute the SVM. The accuracy of the model is observed after every 0.5 epochs, if the model seems to be 

overfitting and its accuracy is not increasing then the learning rate is reduced by a factor of 0.2 [24]. Figure 

2, represents the proposed method.  

 Figure 2. Proposed Methodology 

 

2.6. Evaluation Criteria 

The test data were used to evaluate the ML models. The performance of the biomarker for the classification 

of localized and metastatic PCA is calculated using the confusion matrix. The correct instances in the con-

fusion matrix are represented by the true positive (TP) and false positive (FP), whereas the incorrect in-

stances are represented by the true negative (TN) and false negative (FN). Based on these instances, the 

effectiveness of the machine learning algorithm is measured in terms of accuracy, sensitivity, specificity, 

and f1 score [16]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                                                                                          (6) 



Journal of Computing & Biomedical Informatics                                           Volume 04  Issue 02                                                                                         

ID : 139-0402/2023  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                                                                                              (7) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                                                                                                                                             (8) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗ (
𝑆𝑒𝑛 ∗ 𝑆𝑝𝑒𝑐

𝑆𝑒𝑛 + 𝑆𝑝𝑒𝑐
 )                                                                                                                                  (9) 

3. Results and Discussion 

The training, testing, and validation phenomenon measure the prediction performance of the pro-

posed method on two datasets (GSE 6919 and GSE 32269). For the experimentation, SVM is implemented 

in Python language using SkLearn. The five epochs are used in the proposed SVM. The proposed model 

achieves a training and validation accuracy of 0.97 and 0.96 respectively. Moreover, the training loss of 0.03 

and 0.04 of validation loss is proposed by the proposed method. These findings present that the proposed 

SVM is trained well on the given dataset. The hyperparameters for the SVM are the sigmoid function, linear 

kernel, and regularization parameters. After extracting features from the dataset, the SVM model was 

trained. The grid search techniques are used to fine-tune the value of the hyperparameter of the proposed 

model. 

 

Figure 3. Proposed SVM Training-validation accuracy and loss. 

The one versus all approach is used to solve the classification problem. The classification method is 

evaluated by using Accuracy, specificity, and sensitivity. Support vector machine algorithm is applied for 

the classification of localized and metastasis PCA based on feature selection. The proposed method 

achieves the highest accuracy and precision. The 10-fold cross-validation is used in our model. 

4. Conclusions 

In this study, a machine learning-based model identifies the gene activity that helps in the detection 

and understanding of the metastatic nature of prostate cancer with high accuracy. Moreover, these genes 

could be potential indicators of metastatic PCA and therapeutic targets. We have uncovered genes that can 

discriminate localized and metastatic prostate cancer with great accuracy. Moreover, other types of cancer 

and clinical problems can be investigated by employing the proposed method. This study provides poten-

tial biomarkers that work as an alternative for painful biopsies and misleading image scans. However, 

more investigations are still necessary to validate these results. 

Data Availability Statement: Publicly archived datasets used during the study. 
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