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Abstract: With the availability of digital data in different languages, cross-lingual plagiarism 
detection has gained more importance. Cross-lingual plagiarism is difficult to detect because 
suspicious and source texts can be written in different languages and processing of digitized text in 
different languages presents varying types of challenges. In this work, we propose a cross-lingual 
plagiarism detection method using machine learning algorithms. In this work, we have created an 
ensemble of machine learning algorithms and to evaluate the designed methodology, a corpus 
focusing Urdu-English language pair titled CLPD-UE-19 is used. The corpus is a collection of 2398 
documents where the source text is written in Urdu language and the suspicious text is presented 
in the English language. Using NLP methods, optimal features are extracted and fed to designed 
ensemble method for document classification. A number of aggregating techniques are employed 
which include majority voting, stacking, averaging, boosting, and bagging. Among these models, 
the stacking has performed the best achieving accuracy of 96 percent.  
 
Keywords: Cross-lingual Plagiarism Detection, Urdu English Plagiarism Detection, Plagiarism 
Detection, Machine Learning, Ensemble machine learning methods. 

 

1. Introduction 
Plagiarism is the act of using another author's words or works without properly citing them. The use 

of computer systems for this kind of issue has grown in importance as the number of virtual documents 
on the Web has increased. Plagiarism detection is of particular significance. There are two varieties of pla-
giarism: (1) mono-lingual plagiarism, in which the original text and the copied material are both written in 
the same language, and (2) cross-linguistic plagiarism (CLP), in which the original text and copied text are 
both written in two distinct languages. Because it is so simple to translate content from one language into 
another using online translation tools, CLPD research is now being done instead of traditional plagiarism 
detection research. CLP is difficult to detect because the suspicious text and source can be written in dif-
ferent languages. In this regard, distinct algorithms were proposed to carry out the challenge of PD in 
textual content documents. We proposed an improved version of CLPD in which different ML algorithms 
are used to detect plagiarism by applying different Ensemble methods on language pair Corpus CLPD UE 
19 [1]. CLPD UE 19 Corpus is a collection of 2398 documents in Urdu-English pairs.  In the language pair 
corpus (CLPD-UE-19) the source text is written in the Urdu language and the suspicious text is presented 
in the English language. We use NLP techniques in python language to extract optimized features from 
the Corpus and create a dataset that understands by the ML tools to train the ML models. Our created 
dataset is in CSV format, and it includes source-specific attributes as well as suspected content such as 
Jaccard similarity, Cosine similarity, and LCS. To get the result, we used the N-gramme of the preprocessed 
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text to Measure comparability between documents. We use the PyCharm tool to build Ensemble ML mod-
els from various classifiers. The ML Models have been trained by utilizing all features. Five Ensemble ML 
techniques [40,41] as Voting, Stacking, Average, Boosting, and Bagging are used to Measure the Accuracy 
of CLDP. The Voting and Stacking method have better Performed when the model is trained using all the 
features.  According to the precision of the obfuscate level, the highest score is given by Class NP and the 
lowest score is given by class HR. In the Recall, NP has the best score, while LR has the lowest, and in the 
F-1 Score, NP has the best score, while HR has the least.  This research work has following contributions 
1. A data set from CLPD-UE 19 dataset is extracted and number of features computed from it to come up 

with required data for classification. 
2. Ensemble based CLPD model is designed and evaluated on extracted dataset. 
3. The proposed method produces better results than existing research [2,10]. 

Rest of the document consists of following parts: Section two presents the literature survey on plagia-
rism detection using different techniques and Section three introduces the methodology of the proposed 
work. The results of the proposed work are discussed in section four and finally, section fifth section pre-
sents the conclusion of the work.  

2. Related Work  
The Due to the huge rise in availability of online digital data, cross lingual plagiarism has become a 

norm and with every passing day, reproduction of information is increasing. Detection of cross lingual 
plagiarism is a challenging task. Scientists and technologists are focusing to solve the problem of CLPD 
[1,10,11] to ensure the availability of original data and information. In this section, we review some of the 
prominent works done in this field.  

A cross-lingual text-reuse detection method for Hindi and English language pairings was put up by 
Basant Agarwal [2]. The researcher has built a model that translates the Hindi text into English using the 
Google translator before comparing it with the suspected text. In this study PAN-CLEF corpus 
(https://pan.webis.de) is used. The author has used cross language paraphrase detection method to deter-
mine the similarity. In this study, two similarity metrics are used (1-semantic similarity and 2-alignment 
Based similarity) to compare the documents. The created model gives accuracy of 92 percent.  

A plagiarism detection system based on cross-lingual (Arabic-English) document pairs was intro-
duced by Mokhtar Al-Suhaiqi et al. [4,5]. This work includes single language plagiarism detection as well 
as cross lingual plagiarism detection. Machine learning algorithms have been used for CLPD and proposed 
method consists of five-stages which include 1) pre-processing of documents, 2) keyword extraction, 3) 
candidate document retrieval, 4) monolingual PD, and 5) ML based cross lingual PD. Three machine learn-
ing models 1) Support Vector Machine (SVM), 2) Naïve Bayes and 3) Linear Logistic Regression are used 
to determine the precision and F-1 score of the system. Different features are extracted from the translated 
source and the suspicious text such as Longest Common Subsequence, N-gram Similarity, Finger Print 
based Jaccard similarity, Dice coefficient, and Finger Print Based Containment similarity. The dataset used 
in this research is custom built and consists of 314 documents of Arabic and English language. The best 
result is given by the SVM Classifier with F-1 Score and Presicion of 92% and 85% respectively.  

A deep neural network-based text classification method is introduced by Salha Alzahrani and Hanan 
Aljuaid [6] for Arabic-English plagiarism detection. This study focused on achieving two research goals: 1-
detecting the plagiarism and judgment and, 2-determining cross-lingual semantic text similarity (CL-STS) 
[6]. A large size custom developed dataset is used in this study which is collected from different sources 
and consists of 71910 document pairs of Arabic-English languages. This study extracts the semantic fea-
tures from the CL textual pairs which include the semantic role labeling, topic similarity, bag of meanings, 
named entity similarity, bag of stop words, number of most frequent terms, spatial role labeling and the 
combination of these features. In this research work both classification and regression methods are used to 
generate predictions for the binary and multiclass dataset which contains different similarity features. They 
have addressed two classification tasks 1: binary and multi-classification. Classification model produced 
the best results of 91% of binary classification and 75% of multi-classification whereas accuracy score for 
regression model is 71%. 

A cross-lingual plagiarism detection system for Russian-English documents was suggested by 
Bakhteev et al. [7]. The proposed method in this research contains three stages which includes 1) machine 
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translation, 2) source retrieval, and document comparison. First of all, the source text (Russian) is translated 
into English by using Transformer which was presented by [8] and is an open source neural machine trans-
lator. At stage 3, the analysis of both (source and destination) documents is started. Secondly Shingle-Based 
Approach (N-Grams) is used to retrieve the documents and their IDs. Finally, the comparison of source 
translated text and English suspected text is done to determine the plagiarism. The results of this plagia-
rism detection are given as, the Precision is 83%, Recall is 79% and the F1-Score of 80 percent. A new pla-
giarism detection was proposed by Kensuke Baba [9] for Spanish-English language documents. In this 
study the document similarity is defined by distributed representation of words. The maximal and mini-
mum value of Longest Common Subsequence (LCS) is used as the features to compare the similarities 
between document pairs. PAN 2013 corpus [10] is used for the evaluation of plagiarism detector, the corpus 
contains 5185 pairs of documents. The selected corpus contains 1000 documents pairs of having zero pla-
giarism and 4185 documents pairs containing some degree of plagiarism. The plagiarized document pairs 
are divided among four classes 1) No obfuscation, 2) Random Obfuscation, 3) Translation and 4) Summa-
rization. The scores reported in this study are 89.62% accuracy, 97% Recall, 92.08% Precision and 90% F1-
score. 

A Crosslingual textual similarity method is proposed by Yigit Sever and Gonenc Ercan [15] for seven 
different languages (Albanian, Bulgarian, English, Greek, Italian, Romanian and Slovene) by using word 
embedding technique. The used words are collected from Open Multilingual Wordnet (OMW) [13,14] def-
initions and used to compare the semantic textual similarity between the wordnet glosses of synonyms 
groups in the 7 different languages. The wordnets used in this study contains 4681 definitions from Alba-
nian, 4959 definitions from Bulgarian, 117,659 definitions from English, 18,136 definitions from Greek, 
12,688 definitions from Italian, 58,754 definitions from Romanian, and 3144 definitions from Slovene.    In 
this study a supervised deep learning model (Siamese) [11,12] is compared with three unsupervised learn-
ing methods for text similarity (1-Wasserstein distance (WS), 2-Sinkhorn distance (SD) and 3-cosine simi-
larity (CS)). The experiments of this study show that supervised learning give the average weightage of 
seven languages is 19.07 percent matching score and unsupervised learning is better performed as compare 
to the supervised learning (Wasserstein distance, Sinkhorn distance and cosine similarity) with matching 
score of (38.33 percent, 46.49 percent, and 45.63 percent). A candidate retrieval approach for plagiarism 
detection is used for German-English and Spanish-English by Meysam Roostaee et al. [15]. This method 
consists of two steps.  In first step, a cross-lingual candidate retrieval model that reduced the number of 
documents which is used in the next step, and the second step is to compare with the state-of-the-art cross 
lingual plagiarism detection.  In this study English, German and Spanish Wikipedia dump files since Jan-
uary 2018 are collected. Each record in the dump files contains the features such as id, title, and content of 
the article. The source text is translated by using the google translator and the preprocessing of the text is 
done by using the Stanford CoreNLP Toolkit [22]. After the preprocessing the T+MA-BOW [26] retrieval 
model is used to compare the textual similarity between the source and suspicious documents. Three da-
tasets are used to measure the performance of the proposed model. First dataset contains the PAN-PC-12, 
second dataset is collected from three different sources (RC-Acquis [29], PAN-PC-11 and Wikipedia) and 
the last one is ClueWeb09 [26] corpus. The experiment results of plagiarism detection for second dataset 
are best one in this study. The scores are presicion 90%, Recall of 88%, F1 of 70%, and F2 of 76%.  

A text alignment-based approach for plagiarism detection is used by Meysam Roostaee et al. in [16] 
for German English and Spanish English language pairs. Their proposed model is based on two stages of 
similarity matching approach for syntactic-semantic similarity to identify the plagiarized portion. A mul-
tilingual word embedding based dictionary and a vector space model is used with local weighting tech-
nique to find the candidate fragments from the source and the target text document. At the second stage, 
sentence matching is performed on the fragments that identified in the first stage and performed the simi-
larity on the words and their relationship by presenting the text as graph of words.  Three standard bench-
marks corpuses (PAN-PC-11 [17,18] and PAN-PC-12 12 [19] and SemEval 2017 [27] are used in this study 
to train and evaluate the proposed model. Their proposed model well performed on the PAN-PC-12 corpus 
with accuracy of 66.33% for the German-English and 70.80% for the Spanish-English. The Recall is 92.28%, 
Presicion is 51.77 and Granularity is 100% on the German-English and 97.46%, 55.60% and 100% on the 
Spanish-English.    
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In the reviewed work, it can be observed that majority of researchers have employed conventional 
NLP techniques and classification algorithms for detection of plagiarism, which undoubtedly have limita-
tions in terms of performance and addressing of varying aspects of the task. A good number of researches 
have used different machine learning and deep learning-based algorithms. This shows the usability and 
popularity of latest classification methods for CLPD. A variety of similarity detection methods exists in 
literature such as Semantical, Alignment Based, Vector Based, Syntactic, Fragment level, Conceptual Based, 
Length Based, Jaccard Similarity, Longest Common Subsequence, Cosine similarity, Key Words Based and 
Sentence Based. This variation sometimes makes it difficult to conduct a comparative study. Correctly an-
notation of curpus increase the accuracy of models by evaluating new annotated dataset. Optimized selec-
tion of features and Cleaning of dataset performed well on the machine learning models. Selection of en-
semble machine learning models give more accurate results as compare to the simple models. Precision, 
Recall and F-1 score of each class is increased in the new annotated dataset. Stacking and Voting classifier 
are performed but better as compare to the other ensemble classifiers. Precision of the obfuscate level, 
highest score is given by the Class NP and lowest score is given by class HR.  In the Recall, NP has the 
best score, while LR has the lowest F-1 Score, NP has the best score, while HR has the least. Our proposed 
methodology gives better result as compare to [6, 7, 25 ]. The presicion of these studies is less than our 
proposed model. Our proposed model achieved presicion of 95 percent that higher than the mentioned 
studies. Our proposed majority voting classifier achieved accuracy of 96 percent. 

Table 1. Different Research Works on Plagiarism Detection 
Ref. Technique Algorithm Language Dataset Similarity metrics Results 

Proposed 
Work (2022) 

Machine 
Learning 

Voting, 
Stacking, 
Bagging, 

Average, and 
Boosting 

Urdu-English 

CLDP-UE-19, 
2198 

document 
pairs 

CS, JS and LCS 

Accuracy=96 % 
Presicion=95% 

Recall=94% 
F-1 Score=94% 

Formal work 
(2020) 

Machine 
Learning 

 

RFC, DTC, 
NN, KNN Urdu-English 

CLDP-UE-19, 
2198 

document 
pairs 

CS, JS, and LCS 

Accuracy=77% 
Precision=72% 

Recall=60% 
F-1 Score=57% 

Basant 
Agarwal 
(2019) 

Machine 
learning 

Semantic 
space Hindi-English PAN- CLEF Semantical similarity, 

alignment-based similarity 92 % 

Mokhtar Al-
Suhaiqi et al. 

(2018) 

Machine 
learning 

Linear 
logistic 

regression, 
naïve Bayes, 

SVM, 

Arabic-
English 

Real dataset 
that contain 

314 
documents 

N-Grams Similarity, LCS, 
DC, Fingerprint based JS, 
and Fingerprint based CS 

F1- Score=92% 
Presicion=85% 

 

Salha 
Alzahrani 
and Hanan 

Aljuaid 
(2020) 

Deep 
learning, 

NLP 

deep neural 
networks 

Arabic-
English 

handmade 
data 

which contain 
71910 pairs 

Semantic text similarity 71% = regressor 
80%=Classification 

Bakhteev et 
al. (2019) 

Deep 
learning Transformer Russian-

English 

OPTUS 
dataset, 30 

million 
sentences 

Semantic similarity 
Precision = 83%, 
Recall = 79% and 

F1 = 80% 

Kensuke 
Baba (2017) 

Deep 
learning, 

NLP 

A smith-
Waterman 
algorithm, 

word2vector 

Spanish-
English 

PAN 2013 
5185 pairs of 
documents 

length of (LCS), min 
(LCS) and max (LCS) 

Accuracy=89.62%, 
Recall=97%, 

Presicion=92.08%, 
F1-Score=90%. 

Yigit Sever 
and Gonenc 
Ercan (2020) 

Deep 
learning 

A Siamese 
deep learning 

model 

 
Spanish-
English 

Wordnet 
dataset 

Wackerstein distance, 
Sinkhorn distance 

WD=38.33% 
SD =46.49%, 
CS =45.63% 

Meysam 
Roostaee et 
al. (2020) 

Machine 
learning 

CL-ASA, 
CL-CTS, 
CL-BOC, 

T+MA-BOW 

German 
English & 
Spanish 
English 

PAN-PC 11 
& PAN-PC 

12 and 
ClueWeb09 

Conceptual-based and 
keyword based 

Presicion =90% 
Recall=88% 

F1=70% 
F2=76% 
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Meysam 
Roostaee et 
al. (2020) 

Machine 
learning 

multilingual 
word 

embeddings 
(MWEs) and 

Babel Net 

German 
English & 
Spanish 
English 

PAN-PC 11 
& PAN-PC 

12 and 
SemEval2017 

fragment-level and 
sentence-level 

Accuracy=66% 
Recall=97.46%, 

Presicion=55.60% 

 

3. Proposed Framework 
We present an approach for identifying CLP for the UE language pair in this section. A little work can 

be found in literature for UE CLP. The dataset used in this study is extracted from CLPD-UE-19 [1] corpus 
and was developed using the methodology depicted in (Figure 1).  
3.1. Feature Extraction Methodology 

The steps for the creation of the dataset are illustrated in (Figure 1). Thorough analysis of dataset is 
required in order to optimize the performance of selected classification models. The dataset extracted from 
CLPD-UE-19 is improved first then high value features are identified and filtered using PCA which are 
then employed for training of classifiers. The extracted dataset is divided into training and validation (also 
called test) sets. The CLPD-UE contains document in the form of pairs where query or source text is given 
in Urdu language and suspicious or target text is provided in English language. A number of features 
about source text are provided in CLPD-UE like ‘text domain’ which describes the field from which docu-
ment is prepared like science or management sciences, and size of the document which could be small (<50 
words), large (50-100 words) or medium (>100 words). This corpus is given in XML format. 
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Figure 1. Feature Extraction Methodology 
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There are 2395 documents about different topics, including 540 automatic translations (generated 
through Google translate), 539 artificially paraphrased texts (by using paraphrasing tools), 508 documents 
written by human experts, and 808 texts free of plagiarism [1]. Four level of plagiarism are defined in this 
corpus that include near copy (NC) having around 100% plagiarism, heavy revision (HR), the documents 
having plagiarism more than 68 percent, light revision (LR) having plagiarism of 52%, and 22% for non-
plagiarized (NP) documents. Here is an example taken from the CLPD-UE corpus in XML format (Table 
2). 

Table 1. Example of XML file 
<features domain="gt" size="small" obfuscation="APC"> 

<source> یراج کت جآ وج ےہ ہفاضا ےس یدص ںیوسینا ںیم ترارح ہجرد ےک راحب روا ایند دارم ےس ترارح یملاع 
۔ےہ </source> 

<suspicious> Global warming refers to the rise in temperature of the planet and oceans of the 
nineteenth century that continues nowadays. </suspicious> 

</features> 
 

This xml data is then converted to a CSV file to use it as input for the classifiers. Following (Table3) 
shows the sample from csv file. 

Table 2. CLPD-UE-19 CSV file sample 
Source Text (translated from 

Urdu) Suspicious Text Domain Size Class 

computers computer electronic 
device question complex 
statistical issue set program 
instructions easily solve display 
result calculations take safe car 
make calculations enumerator 
estimate count habit calculator 
generally speak write computer 
conflict say 

computer computer associate degree 
device apply math calculations 
complicate downside question per 
directions give therefore program well 
resolve result calculations show either 
offer take shop automobile they 
calculate count calculate compute 
calculator generally speak write pc 
write speak 

Com-
puter 
Science 

Me-
dium LR 

3.2 Preprocessing   
To produce clean text, few transformations as preprocessing are applied: 
Tokenization: Base on hard spaces, the source and suspicious texts are tokenized.  
Stop word and punctuations removal: In this phase, English stop words and punctuations are re-

moved. 
Stemming: To covert tokens to their root forms, text stemming is performed using porter stemmer. 

This phase removed all suffixes and prefixes. 
Following (Table 4) lists the processing steps of given text. 

 
Table 3. Preprocessing of Text data 

Urdu Source Text 
 وج ےہ یزیرگنا دعب ےک سا ،ںیہ ےتلوب دارفا ڑورک 70 ےسج ےہ ینیچ دیدج نابز یڑب ےس بس یک ایند رپ روط ےک نابز یردام
 برا کیا دادعت یک دارفا ےلاو ےنلوب یزیرگنا ںیم رھب ایند تلودب یک سج ںیہ ےتلوب رپ روط ےک نابز یک ےطبار ای یوناث گول رثکا

۔ےہ یئگوہ هدایز ےس  
English Suspicious Text 
70 million people are speaking Chinese as their mother language, larger in its category and then 
English most spoken language as a second language has more than 1 billion people all over the 
world. 



Journal of Computing & Biomedical Informatics                                           Volume 05  Issue 01                                                                                         

ID : 133-0501/2023  

Translated Source Text 
The largest language in the world as a mother tongue is modern Chinese, which is speaking 70 
million people, followed by English, which is often spoken as a secondary or contact language 
that makes people of English speaking worldwide. The number has increased to over one billion. 
Tokens of Translated Source Text 
'The', 'largest', 'language', 'in', 'the', 'world', 'as', 'a', 'mother', 'tongue', 'is', 'modern', 'Chinese,', 
'which', 'is', 'speaking', '70', 'million', 'people,', 'followed', 'by', 'English,', 'which', 'often', 'speak', 
'as', 'a', 'secondary', 'or', 'contact', 'language', 'that', 'makes', 'people', 'of', 'English', 'speaking', 
'worldwide. The', 'number', 'has', 'increased', 'to', 'over', 'one', 'billion.' 
Tokens after removal of stop words 
'largest', 'language', 'world', 'mother', 'tongue', 'modern', 'Chinese,', 'speaking', '70', 'million', 
'people,', 'followed', 'English,', 'often', 'speak', 'secondary', 'contact', 'language', 'makes', 'people', 
'English', 'speaking', 'worldwide’, 'number', 'increased', 'one', 'billion' 
Tokens after removal of punctuations 
'largest', 'language', 'world', 'mother', 'tongue', 'modern', 'chinese', 'speak', '70', 'million', 'people', 
'follow', 'english', 'often', 'speak', 'secondary', 'contact', 'language', 'make', 'people', 'english', 
'speak', 'worldwide', 'number', 'increase', 'one', 'billion' 
Stemmed Text 
largest language world mother tongue modern Chinese speak 70 million people follow English 
often speak secondary contact language make people English speak worldwide number increase 
one billion 

3.3 Feature extraction 
Following is the set of hand-crafted features extracted from processed text in addition to features pro-

vided in CLPD-UE: 
Jaccard Similarity: This measure is calculated for unigram and trigram words. In this measure, the number 
of common words in both documents are divided by the number of total terms in both documents. 

																												𝑱(𝑨, 𝑩) = |𝑨∩𝑩|
|𝑨∪𝑩|

									                                                              (1) 

Cosine Similarity: For cosine similarity, our source and suspicious documents are converted into vectors 
using 𝒕𝒇 − 𝒊𝒅𝒇 function. The dot product of both vectors is divided by the magnitude of both vectors. This 
is also calculated for unigram and trigram words.  

																																												𝒄𝒐𝒔𝜽 = 𝑨.'''⃗ 𝑩''⃗

)𝑨''⃗ ).)𝑩''⃗ )
                                                           (2) 

Longest Common Subsequence (LCS): LCS is used to obtain similarity values between two documents. 
In which the length of the common sub-string is divided by the document that has the minimum size 
measured in characters. 

𝑐[𝒊, 𝒋] = 6
𝟎																																												𝒊𝒇	𝒊 = 𝟎	𝒐𝒓	𝒋 = 𝟎

𝒄[𝒊 − 𝟏, 𝒋 − 𝟏] + 𝟏																						𝒊𝒇	𝒋, 𝒋 > 𝟎	𝒂𝒏𝒅	𝒙𝒊 = 𝒚𝒊
𝐦𝐚𝐱(𝒄[𝒊, 𝒋 − 𝟏], 𝒄[𝒊 − 𝟏, 𝒋])						 𝒊𝒇	𝒊, 𝒋 > 𝟎	𝒂𝒏𝒅	𝒙𝒊 ≠ 𝒚𝒊

                                     (3) 

We create another file containing the 8 features for our dataset. These features include Jaccard Score 
for unigram and trigram (𝐽𝑆+ and 𝐽𝑆,), Cosine similarity for unigram (𝐶𝑆+) and for trigram (𝐶𝑆,), longest 
common subsequence (LCS), domain of document, size of document and its similarity measure with source 
document i.e. Label. (Table 5 )contains some examples from this file. 

Table 4. Extracted Features 

index_doc 𝐉𝐒𝟏 𝐂𝐒𝟏 L𝐂𝐒 𝐂𝐒𝟑 𝐉𝐒𝟑 𝐃𝐨𝐦𝐚𝐢𝐧 𝐒𝐢𝐳𝐞 𝐋𝐚𝐛𝐞𝐥 
Dacument-0001 (2).xml 0.19 0.29 0.64 0.00 0.00 CS Medium LR 
Dacument-0001 (3).xml 0.24 0.38 0.63 0.00 0.00 MS Medium LR 
Dacument-0001 (4).xml 0.50 0.53 0.73 0.07 0.07 CS Medium NC 
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Dacument-0001 (5).xml 0.49 0.66 0.72 0.01 0.01 MS Medium NC 
Dacument-0001 (6).xml 0.16 0.54 0.51 0.00 0.00 CS Medium NP 

Dacument-0001 (7).xml 0.14 0.21 0.55 0.00 0.00 GT Medium NP 
Dacument-0001 (8).xml 0.12 0.34 0.51 0.00 0.00 CS Medium NP 

The dataset extracted from CLPD-UE 19 is improved by removing inconsistencies found among data 
annotation. The features which are given in nominal form are then converted to numeric form in order to 
use them in machine learning algorithms. These features include domain, size and document labels. After 
applying these preprocessing steps, data features frequency distribution is visualized in figure-2. 

 

 
Figure 2. Data Features Frequency Distribution 

3.4 Performance Evaluation Framework  
(Figure 3) explain the Framework how to use the CSV file to evaluate the performance of the CLPD 

system and explain each step. we innovatively introduced ensemble meta technique on the dataset to ex-
plore their impact on performance of the classifiers. All these steps resulted in improvement of accuracy 
ratio in certain ML models. 
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Figure 3. Performance Evaluation Framework 

3.5 Classification models design and experimental setup 
We have used three machine learning models to create ensemble models for document classification. 

These base models are decision tree, random forest, and Naïve Bayes. Following (Figures 5) shows the 
general view of ensemble models.  

 
Figure 4. General Ensemble model architecture 

In this general model, predictions (𝑌+, 𝑌/, 𝑌,) made by each base model are combined using a combina-
tion method that include majority voting, averaging, stacking, boosting, and bagging. X input is provided 
to each classifier which generates its prediction as 𝑌0 . 

𝒀𝟏 = 𝑫𝑻(𝑿)																																																 
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																																																																								𝒀𝟐 = 𝑹𝑭(𝑿)																																																																																																																		𝟒	 
𝒀𝟑 = 𝑵𝑩(𝑿)																																																 

Where 𝐷𝑇 refers to Decision Tree, 𝑅𝐹 for random forest and 𝑁𝐵 for Naïve Bayes. 
Configuration of base models are as given below: 
Decision Tree Classifier: Maximum depth of DT is kept as 6 with minimum split at each internal node 

as 2.  
Random Forest Classifier: Number of estimators are taken 1000 with Gini Impurity as measure for 

feature quality. The depth of each tree is taken as maximum as possible. Minimum split of each internal 
node is kept as 2.  

Naïve Bayes: We have used multi-class Naïve Bayes classifier to classify data among different classes.  
In majority voting, a prediction made by maximum number of classifiers is chosen as final prediction 

of ensemble. In case each model predicts a different output, prediction made by random forest is chosen. 
Research has shown that random forest comparatively performs better than other two classifiers (Esmaily 
et al., 2018; Bin Chen et al., 2012).   

 𝑌23425672 = b
count830982(𝑌+, 𝑌/, 𝑌,)									𝑖𝑓(∃	𝑐𝑜𝑢𝑛𝑡830982 > 1)
𝑌/																																									𝑖𝑓	𝑒𝑎𝑐ℎ	𝑐𝑜𝑢𝑛𝑡830982 = 1	                                      (5) 

 
For second ensemble model, predictions by each model (which are in numeric form) are averaged 

which are then rounded to nearest integer to predict the exact category of paper.  
𝑌23425672 = 𝑟𝑜𝑢𝑛𝑑(𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑌+, 𝑌/, 𝑌,))                                                            (6) 
  
In stacking based ensemble model, the predictions of each base model are stacked and then a meta-

classifier is applied on these predictions to create ensemble final prediction. This meta-classifier could be 
chosen arbitrarily and, in our study, we have used logistic regression. Following equation describes the 
process: 
𝑌23425672 = 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐	𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛	(𝑌+, 𝑌/, 𝑌,)                                                             (7) 

 
Boosting method is comparatively complex method. In this model, output of first base model is given 

as input to next model, output of second model is given as input to next model. Output of final model is 
considered as prediction of ensemble model. The configuration of boosting method for our study is as 
follows: 

𝑌23425672 = 𝑁𝐵 y𝐷𝑇z𝑅𝐹(𝑋)|}                                                                     (8) 

 
A bagging is an ensemble meta-estimator that trains base classifiers using random subsets taken from 

given dataset. The selection of subsets is performed with replacement. The predictions made by each clas-
sifier are then aggregated and either majority voting or averaging is performed on it. In our configuration, 
we have used majority voting mechanism.  

𝑌+ = 𝐷𝑇(𝑋+),																								𝑌/ = 𝑅𝐹(𝑋/),																													𝑌, = 𝑁𝐵(𝑋,)                                 (9) 
 

𝑌23425672 = b
count830982(𝑌+, 𝑌/, 𝑌,)									𝑖𝑓(∃	𝑐𝑜𝑢𝑛𝑡830982 > 1)
𝑌/																																									𝑖𝑓	𝑒𝑎𝑐ℎ	𝑐𝑜𝑢𝑛𝑡830982 = 1	                                     (10) 

The data set is divided into train and test sets with 80:20 ratio respectively. Each ensemble is separately 
trained on trained dataset. We performed 10-fold cross validation with each model and average perfor-
mance is reported. 

4. Experimental Results 
Confusion matrix is popular method to measure the performance of classification models. A confusion 

matrix consists of four statistics as shown below: 
  Actual Class → 

 Class A Class B 



Journal of Computing & Biomedical Informatics                                           Volume 05  Issue 01                                                                                         

ID : 133-0501/2023  

Predicted 
Class ↓ 

Class A TP FP 

Class B FN TN 
Considering the statistics from class A perspective, TP is the number of instances whose actual class 

is A in our dataset and the classification models has also predicted the same class. FP is the count of in-
stances whose actual class is B but our classification model has predicted them as class A which is an error 
and known as type-1 error. Similarly, FN is the statistic which counts the number of input instances which 
are actually in class A but erroneously our classifier has classified them in class B and it is known as type-
2 error. Finally, those input data instances which are neither in class A nor the classifier has predicted them 
in class A. Hence our classifier has truly filtered out unwanted input instances.  

As our task is multi-classification task so for the ease of reader, we describe the multiclass confusion 
matrix here too.  

 

 Actual Labels → 
NC HR LR NP 

Predicted  
Class ↓ 

NC TP FP FP FP 

HR FN TN TN TN 

LR FN TN TN TN 

NP FN  TN TN TN 
 
Here again, we will take NC class as reference class. TP are the input documents which are classified 

as NC and actually they have the label NC. The documents having actual label NC and are classified in 
any other class are counted as FN. FP is the count of documents which are not in class NC but our classifier 
has predicted them in NC class. Finally, all those documents whose label is not NC and they are not pre-
dicted in NC. Similarly, confusion matrix for other calluses can be computed.  

Following metrics are used to evaluate the ensemble models.  
Accuracy: we use the following formula to calculate the accuracy. This is simple performance metric 

that tells that how many instances are correctly predicted. It is given by  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = :;<=;

:;<=;<:><=>
                                                                       (11) 

 
Precision: we used This statistic to describes that how much the predictions are near to each other. In 

other words, smallest the standard deviation, higher the precision. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃																																																																																																																																																																(12) 

Recall: Recall is used to find the true positive rate or sensitivity. Recall looks at the number of false 
negatives that included in confusion matrix. Recall is a metric that quantifies the number of correct positive 
predictions made out of all positive predictions that could have been made. 

𝑅𝑒𝑐𝑎𝑙𝑙 = :;
:;<=>

                                                                                 (13) 
F1-Score: The F1 score of the models helps to measure precision and recall at the same time.  
𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 × ;?2@040A3×C2@D77

;?2@040A3<C2@D77
                                                                 (14) 

The accuracies of the five ensemble models are listed in (Table 6). For cross-validation and training 
testing split, respectively, each model has two different types of accuracy. 

Table 5. Accuracy Models 

Model Cross Validation Accuracy (%) Testing Accuracy (%) 

Majority Voting 95 95.3 

Stacking 96 95.3 

Average 91 94.3 
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Boosting 95 95.2 

Bagging 94.7 94.74 

With a 98 percent accuracy rate on training and testing data, the model Voting Classifier has the high-
est accuracy, while the model Bagging Classifier has the lowest accuracy at 94.74 percent. In the graph 
above, two metrics—Cross-Validation and Training Testing—are used to compare the accuracy of five 
models. The model Average Classifier has the lowest accuracy of Cross-Validation with an accuracy of 91 
percent, while the Boosting Classifier and Stacking Classifier have the highest accuracy of 96 percent. The 
accuracy values for each class are represented in Figure-4 graph, which demonstrates that the Voting 
model calculates with the highest score while the Stacking model calculates with the lowest score for each 
class. In every model, the class NP has high performance, while the class HR has poor performance because 
the number of instances in the NP class is higher than the number of instances in the other (NC, LR, HR) 
classes.  

(Table 7) shows the class wise precision score for each model. The majority voting method performs 
best for class NP, where it is 99 percent, and poorly in class HR. With an accuracy of 73 percent, the Stacking 
method provides the highest precision for the class LR, while providing low precision for the class NP with 
score of 45 percent. Class NC has low precision and an accuracy score of 88 percent according to the Aver-
age method, whereas class NP has the highest with a precision score of 96 percent.  The highest Precision 
is provided by Boosting method at class NP, where accuracy is 99 percent, while the lowest Precision is 
generated for class HR, which is 91 percent. Bagging method performs well at class NP, where accuracy is 
99 percent, and poorly at class HR, where accuracy is 85%. 

 
Table 7. Precision of Models 

Models Class HR (0) Class LR (1) Class NC (2) Class NP (3) 

Majority Voting 92 97 97 99 

Stacking 72 73 50 45 

Average 90 91 88 96 

Boosting 91 96 96 99 

Bagging 85 93 95 99 

 
(Table 8) depicts the recall for each class and each classifier. Class NP has the highest recall of the 

voting method with an accuracy of 99 percent, and class HR has the lowest recall with an accuracy of 93 
percent. The stacking method has an accuracy of 100% and the highest recall for class NC while having a 
recall accuracy of just 19% for class LR. Class NP receives the highest accuracy from the average method, 
with a recall score of 97 percent, while class HR receives a low recall score of 82 percent. The recall of the 
boosting method is 99 percent at class LR, where it provides the best recall, and 93 percent at class HR, 
where it provides the lowest recall. Bagging method performs well at class NP with 93 percent accuracy 
and poorly at class HR with 88 percent accuracy. The graph in Figure-6 displays the values of Recall for 
each class and demonstrates that the Majority Voting Classifier, with accuracy of 93%, 96%, 96%, and 99 
percent, calculates the highest Recall. The lowest Recall is produced by the Stacking method on every Class. 
In every model, the class NC has high recall, while the class HR has low recall. 

Table 8. Recall of Models 
Models Class HR (0) Class LR (1) Class NC (2) Class NP (3) 

Voting 93 96 96 99 

Stacking 26 19 100 99 
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Average 82 93 94 97 

Boosting 93 99 88 97 

Bagging 88 91 93 93 

In (Table 9), each class is listed along with the f-1 Score of each method. Class NP has the highest F-1 
Score of the voting method, with an accuracy of 99 percent, and the class HR has the lowest F-1 Score, with 
an accuracy of 92 percent. The class NC receives the greatest. F-1 Score from the stacking method, with an 
accuracy of 66 percent, whereas the class LR receives a low F-1 Score, with an accuracy of 30 percent. Class 
NP has the highest accuracy provided by the average method, with an F-1 score of 97 percent, whereas 
class HR has a low F-1 score and an accuracy score of 86 percent. 

Table 9. F-1 Score of Models 
Models Class HR (0) Class LR (1) Class NC (2) Class NP (3) 

Voting 92 97 97 99 

Stacking 39 30 66 61 

Average 86 92 91 97 

Boosting 92 97 92 98 

Bagging 86 92 94 97 

Analyzing the results of all methods and observing the confusion matrix, we get the following out-
comes from our results.  

Correctly annotation of curpus increase the accuracy of models by evaluating new annotated dataset. 
Optimized selection of features and Cleaning of dataset performed well on the machine learning models. 
Selection of ensemble machine learning models give more accurate results as compare to the simple mod-
els. Precision, Recall and F-1 score of each class is increased in the new annotated dataset. Stacking and 
Voting classifier are performed but better as compare to the other ensemble classifiers. Precision of the 
obfuscate level, highest score is given by the Class NP and lowest score is given by class HR.  In the Recall, 
NP has the best score, while LR has the lowest F-1 Score, NP has the best score, while HR has the least. 

5. Conclusion 
Nowadays plagiarism has crossed the geographical and language barriers. Hence the research work 

in plagiarism detection is expanded to the cross-lingual domain. In this domain, the text of one language 
can be easily transformed into another language by using online translation tools and then reuse to commit 
CLP. Cross-Lingual Plagiarism is difficult to detect because the suspicious text and source can be written 
in different languages. In this regard, we have presented for CLPD to address this challenge using Urdu 
English (UE) language pair. For PD task Urdu English language pair Corpus CLPD UE 19 is used and 
evaluated the performance of PD. Five Ensemble ML techniques Voting, Stacking, Average, Boosting, and 
Bagging are used to measure the accuracy of CLDP. We have found that Voting and Stacking methods 
have better performance for the text document classification.   

In future research, this topic can be expanded by utilizing several translators from Urdu to English, 
with various similarity criteria applied to each pair. The CLPD-UE-19 [1] corpus can be used to generate a 
multilingual dictionary. The corpus can be expanded or introduced to more classes for finetuning in the 
CLDP domain. 
Disclosure: This work is available in Research Square as a preprint article; it offers immediate access but 
has not been peer-reviewed [45]. 
Data availability: The dataset created in this study is available on demand. 
Competing interests: The authors declare that they have no known competing financial interests or per-
sonal relationships that could have appeared to influence the work reported in this paper. 
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