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Abstract: Machine translation for low-resource languages such as Urdu remains a significant challenge
due to limited parallel corpora and the absence of linguistic annotation tools. This study presents an
iterative statistical machine translation (SMT) approach that incrementally improves translation quality
using only existing bilingual text. In each iteration, the translation output of the previous model is
reused as the source side to retrain a new SMT system aligned with the original target sentences. The
process continues until translation quality, measured by Bilingual Evaluation Understudy (BLEU)
score, stabilizes. Experiments on an English-Urdu parallel corpus demonstrate that the proposed
method achieves notable improvements over the baseline system without employing any
morphological or syntactic pre-processing. These findings suggest that iterative retraining can partially
capture implicit linguistic patterns from limited data, offering a viable path towards improving
translation for scarce-resource languages.

Keywords: Urdu; Linguistic Inprovement; Scarce-resource

1. Introduction

Recent trend in machine translation is mostly towards data-driven methods including Statistical Machine
Translation (SMT), which uses parallel text. This approach learns translation through phrase alignments [1]
which are based on word alignments. In the seminal paper [2] of SMT it was admitted that morphological and
syntactic annotations in the parallel text may improve the quality of translation. Morphological information
improves learnability for realizing the correct shape of words, especially for morphologically rich languages
like Arabic and Urdu. Syntactic information improves positioning of words in the given context, especially
when source and target pair has different positions for grammatical relations (Subject, Object, etc.) like English
versus Japanese/ Urdu. An intuitive way of algorithmic evaluation of translation output is based on the number
of matching sequences and subsequences of words in comparison with human translation. We have used BLEU
[3] for a quick evaluation of progress in translation improvement. A freely available toolkit for training and
decoding of SMT systems is Moses [4], along with supportive tools for intermediate tasks like text alignment
[5].

A limited number of language pairs have parallel text available for SMT research. The available data for
English-Urdu pair is scarce [6]. Language pairs with scarce parallel text have been experimented with
additional resources to improve translation, including but not limited to bilingual lexicon and morpho-
syntactic annotations [7]. Manually annotating such data is extremely costly.

Statistical machine translation based approaches take the language as a collection of sentences, which are
sequences of words and punctuation, divided by a tokenization step. Tokens may be tagged by their part-of-
speech or by other such features that add to their grammatical associations, in terms of their shape and
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arrangement. Unlike English, Urdu exhibits rich inflectional morphology [8], which results in a greater number
of surface forms against a root word. The use of information related to morphology and syntax improves
translation quality [7] [9] [10]. Syntactic information has also been used to build language model for target side
to show improvement [11].

The contemporary models of feature factors [12] conveniently support adding linguistic information as
parameters through annotation along the words in plain text. However, there is no claim on best ratio of
mixture of linguistic knowledge into the word mapping model. Our experiments have shown that there was
no specific upper or lower bound of progress by using several of the above mentioned methods. We have used
lemmatization, part-of-speech, and stemming features to study their effect on translation results. In this paper,
we propose a method of iterative improvement in the accuracies by automatic learning of these hidden aspects
in the surface form of the word itself.

In the proposed method, the system gradually learns these linguistic elements (shapes and orders of words,
etc.) from the surface forms of the target side, without any explicit knowledge, hint and tagging. There is no
need of mono-lingual resources as addendum to the parallel text. This approach also eliminates any pre- and
post-processing steps to incorporate such linguistic knowledge into the plain text.

Our output is not the linguistic information rather the learning of these elements is evident from the
correctness of generated text. Those elements were neither specified in the parallel text nor are the target of
our work. We have improved the shapes and arrangements of words on the target side by using the SMT
process iteratively, to incrementally learn such information from simply the parallel text itself.

The first SMT model is trained for English-to-Urdu, which is used to produce translation of English. The
produced translation is a crummy Urdu; rather an intermediate stage let’s name it Urdu’ (Urdu prime). Urdu’
is no more English, but has not reached Urdu. In the next step, Urdu’ is used as a source side for training
another model, Urdu’-to-Urdu model produces a translation of Urdu’ towards Urdu. Yet the produced
translation may not have reached Urdu, and is simply the next intermediate stage; let's name this new working
stage as Urdu” (Urdu double prime), and repeat the above procedure. These steps are repeated till the output
keeps improving as measured with the help of BLEU score [3] measurement on Held-out data at the end of
each such iteration.

Our preliminary experiments report BLEU scores exceeding 90 on our in-house splits; however, further
validation on unseen data is required. Such a high quality of correct shape and arrangement could not be
achieved by using explicit morpho-syntactic annotations in our intermediate experiments. Since this approach
involves no linguistic or language-specific steps, hence may be useful for any language pair.

The rest of the paper has been organized into the following sections. Section 2 gives a quick review of the
existing work on usage of monolingual data and incremental learning for the sake of improving machine
translation. Section 3 details the methodology of the proposed iterative algorithm. Section 4 describes the data,
experimental setup, and results. Section 5 discusses the data and output patterns to advocate the proposed
technique. There are interesting patterns in the translated output, which give even better results, at times, when
compared manually. Discussion also records the intuition behind the new way of using the existing tools of
translation, and builds a new machine that outperforms all existing ways of translation, in terms of automatic
evaluation, at least.

2. Literature Review

Recent work on low-resource machine translation has investigated iterative and pseudo-labeling strategies
similar in spirit to our method. Iterative and back-translation variants were revisited for low-resource pairs
and shown to require careful balancing of synthetic and authentic data [60], [61]. Additionally, studies have
explored iterative self-correction with large language models and token-level self-correction to improve noisy
pseudo-parallel data [62], [63]. Recent surveys and empirical analyses of low-resource MT further highlight
how monolingual augmentation and model priors affect outcomes, and caution about inflated automatic scores
when train-test phrase overlap is high [64], [21].
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Morphology and syntax are two salient factors of linguistic typology. Pair of typologically distant languages
causes machine translation to be a challenging problem. The structural order of languages is categorized into
three patterns: SVO, SOV, and VSO [13]. Restructuring of phrases and sentences, of participating languages,
during the translation may improve the results. Reordering, insertion, and deletion of words are included in
such restructuring effort. These efforts are induced due to differences in grammatical structures of source and
target languages [14].

2.1. Syntactic information improves SMT output

Syntactic information of participating language pair improves the quality of translation. Syntactic
information of source side improves translation [10], and syntactic restructuring of target side further improves
the translation quality by filling the gaps in lexical coverage [15]. A classification technique has been used for
improving the phrase selection of source side that improved the results for Arabic to English statistical machine
translation [16]. Use of syntactic information in the language model of target side also improves the translation
[11] [17]. Syntactic reordering using parse trees of source side (Arabic) by automatic derivation of unlexicalized
reordering rules on the basis of word alignment in the preprocessing step improved the translation of unigram
source language phrases into English [18]. Using lexicalized reordering, hierarchical phrase based system, and
precedence reordering rules for the verb, the adjective, and the noun with preposition on an SVO source side
(English) improves BLEU score when translating to each of the SOV target sides (Korean, Japanese, Hindi,
Urdu, and Turkish) [19].

2.2. Morphological information improves SMT output

Languages vary on the basis of synthesis and fusion of morphology [20]. Urdu has more morphological
patterns [8] as compared to English. German to English machine translation has been improved by using
hierarchical lexicon to deal with the difference of morphology in both languages, in addition to sentence
restructuring and support of disambiguated dictionary [7]. An efficient approach of finite state methods has
been used for incorporating morphological knowledge in the source side for Persian-English translation [22].
Several methods of incorporating morphological information have been investigated to show improved
translation from Czech to English [9], and from Arabic to English [23] [24]. However, mapping the
morphologically simple language to a morphologically rich language is more difficult than its opposite side of
translation [Lopez2008]. Morphological generation technique is used with language model of morphologically
richer language on the target side, to increase the correctness of translations [25]. Improvement in translation
quality and time efficiency has been reported for English to German SMT by using dependency parse of source
side and on the target side by splitting the compound words in hierarchical way, adding grammatical
constraints, and modifying the labels of parse tree [26].

2.3. English-to-Hindi SMT

Since Urdu is morphologically and syntactically similar to Hindi [27] therefore it may be relevant to explore
the literature related to Hindi language. Rule based reordering of English syntactic structure (SVO) according
to Hindi (SOV) which shows an improvement in results [28]. In addition, Ramanathan et al have reported
further improvement by using the semantic relations of source side (English) to produce the case markers and
affixes of target side (Hindi) [29]. Their work shows a slight decrease in this improved score when they used
suffix separation to incorporate richness of Hindi morphology. The rules used in this work are similar to an
Interlingua based work [30] for the same language pair. English lexicon of word senses has also been used to
reduce pattern ambiguity [31] that has been hypothesized in their work to improve SMT. A probability based
approach to learn local reordering of children of a node in the parse tree of source text (English) has increased
the translation accuracy for Hindi (target) [32]. Ahsan et al have used the linguistic knowledge from a rule
based machine English to Hindi translation system to improve BLEU score of SMT [33].

2.4. English-to-Arabic SMT

Script [34], certain morphological patterns and a large portion of vocabulary of Urdu is taken from Arabic
[35] therefore it is pertinent to include related instances from literature. Morphological tokenization of Arabic
text reduces sparseness in data and improves translation for English-Arabic pair [36]. English-Danish language
pair has been used for reordering of English to be used in English-Arabic SMT [37]. A rule-based approach for
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directly reshaping of English noun phrases, preposition phrases, and verb phrases has been used to bring it
closer to the target side (Arabic) [38]. Morphological knowledge has further been exploited by investigating
the segmentation scheme for breaking the tokens of Arabic being the target side text of parallel English [39]
[40].

2.5. Benefits of incremental approach

The scarcity of data and the complexity of the task (of finding word sequences and shapes) induced the use
of statistical method to obtain best results [41]. Statistical machine translation [14], being a machine learning
approach towards translation [42], is used in the proposed work. A more detailed and updated record of
statistical machine translation may be found in [14]. The proposed work considers linguistic knowledge
(morphology, syntax, and word sense) to be “hidden” elements and uses the iterations of machine translation
in form of expectation maximization algorithm [43] without any external knowledge, to reach better output.
Our output is better in terms of correctness of shapes, sequences, and senses of words. The mapping systems
may take several iterations to incrementally learn in the way the humans learn the languages [44]. The
proposed work considers the translated output of source language as a pivot language [45], which is then used
to improve the model to gradually reach the target language, by utilizing the power of incremental learning
[46-48]. Gradual learning in several iterations reduces the impact of noise and irrelevant attributes [49] for
automatically learning the word mappings to generate more correct sentences as output of translation.

The approach of incremental machine translation (IMT) uses the knowledge of human translator for
enhancing the confidence of correct translations, and using that confidence for future translations [50]. The
proposed work uses the same idea of enhanced confidence with the help of automatic tool (BLEU, instead of
human translator) for evaluation of translated output of one pass to be used as input for translation of next
pass. Daybelge and Cicekli have used a similar approach of using BLEU score as a measure of incremental
learning and reported improvement in the translation quality using example based machine translation [51].
Quality of translation does not depend only on the syntax and morphology but also on the sense of the source
word [52] [53].

Incremental machine translation for English-Japanese improves translation for spoken language translation,
where the meaning of “incremental” is the addition of words into the input sentence on incremental basis [54].
Winiwarter has designed an incremental system of learning rules from user given bilingually parallel examples
for improvement of Japanese-English translation [55]. Explicit information about syntactic and morphological
structures is not readily available in text, and has to be added in the preprocessing step [14]. Using the
translation of phrases observed previously increases the translation correctness when they occur subsequently
[56] [57]. This is another view of “incremental” learning in which already observed high probability mappings
helps improving the mappings of other translation units in subsequent passes of learning. We have
successfully experimented and introduced a technique that gradually learns the linguistic information from
parallel text in several iterations of translation, which is detailed in the next section.

3. Incremental technique for SMT

The argument for including syntactic annotation in statistical machine translation models rests on various
points, such as, (a) Reordering for syntactic reasons, (b) Better explanation for function words, (c) Conditioning
on syntactically related words, (d) Use of syntactic language models, and (e) Reduce the rate of unknown
words.

The argument against syntactic annotation is that this type of markup does not occur in sentences originally,
and has to be added using automatic tools. These tools can have a significant error rate so while syntax may
be useful in theory, it may not be available in practice. Also, adding syntactic annotation makes models more
complex (especially due to reordering) and harder to deal with (for instance, increasing search errors).

We want to directly optimize translation performance. We use the statistical machine translation methods to
progress through training several stages of translations step by step. One realization of such training is
incremental approach to machine translation.
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The SMT learner learns the mapping probabilities between source and target words and phrases. Then SMT
decoder uses those probabilities to reach the highest probable translation. This translated text has already used
the good features learnt in the learning stage. These good features (correctly mapped words and phrases) help
learn more good features in the next iteration of SMT learner. It improves the mapping for already-poorly-
mapped words and phrases, by keeping the already-confidently-mapped words and phrases stuck to their
earlier good mappings. The word mapping file produced during the training phase of Model 1 has 104,218
entries, whereas the same component of Model 3 has only 38,409 entries. It shows that the scattered mappings
of 1%t learning have been converged to almost 1/3 of the mappings. An extract of some of the highest
probability mappings from these files is exhibited in the Appendix A. An extract of how the immature
mappings in the start happen to converge in the later stage is displayed in Appendix B.

We propose to use for extraction of implied information about morphology and syntax are the word
mappings. The selection of good features (word mappings) is assumed in the parallel data. For the first
iteration, the parallelization is between source side and the target side of parallel corpus. For the next step the
learning is improved by the parallelization between the output of the first pass and the target. The learning
keeps improving over such passes. That’s why the threshold for the termination of this loop is no further
improvement. The BLEU score is used to automatically investigate whether to carry on to next iteration or not.
An important point is that mapping is learnt from Training data set while the threshold is observed on held
out data set.

Those words that have found their correct mapping already in the first pass (due to high probabilities of
translation and language models) will not be affected in the second pass. The second pass will only improve
the probabilities of features which could not reach to their correct mapping in the target side. In this way we
use the data and the translation mechanism for the selection of good features.

3.1. Learning Method

Following is the flowchart like diagram showing the outline of the proposed method (Figure 1).

The proposed learning method is an automatic process of incremental training. It is incremental in terms of
learning more and more of language typology (including morpho-syntactic information) on every subsequent
pass of training and translation. Figures 1.1, 1.2, and 1.3, give detailed view of abstract steps of Figure 1.

First step (1.1) in this technique is to compute the baseline model for statistical machine translation (SMT),
which learns probabilities from plain bilingual parallel text. It is termed as “Modell” herein. A variable, i, is
used to refer to the current model number therefore initialized by 1 in the start to refer to Modell. Figure 1.1
shows that original source and target sides of the parallel text are used to learn 15t model.

Second step (1.2) of Figure 1 uses Modeli, where i=1 in the first iteration, and keeps incrementing in the
subsequent iterations. In Figure 1.2, when i equals 1 (which means first pass) then original source side of held-
out text (DS) is provided as input to the decoder that uses Modell to produce the translated version of held-
out data. This translation is termed as DT’ (which means 1st translation of held-out text), and is used for
computing BLEU score in comparison with original target side of held-out text. DT’(i) is expanded as DT” for
1stiteration, DT"” for 2nd iteration, and so on.
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1.1: Learn Source-to-Target SMT Model (i=1)

¥

%| 1.2: Decode Held-out data with SMT models

1.2a: Threshold
achieved?

i=it+l

N
1.2b: Compose Model,

S 1.3: Retrain: Translated Text4o-Target SMT Model(i+1)

Figure 1. Outline of incremental learning procedure
Training Source Training Target
Text (LS) Text (LT)

SMT Learner 7 iteration

/ Modell (S-to-T) /

Figure 2. Learn Source-to-Target SMT Model (i=1)
In Figure 1.2, when i is greater than 1 (which means any non-first iteration), the translation of source side of

held-out text computed in the previous iteration ((i-1)t translated version) is provided as input to the decoder
that uses Modeli to produce the i th translated version of held-out data. This translation is termed as DT” (which
means 2" translation of held-out text) if /=2. It is used for computing BLEU score in comparison with original
target side of the held-out parallel text.

The conditional step 1.2a of Figure 1 is simply the investigation of BLEU score for threshold condition, to
decide if the next iteration will continue or not. If the threshold is achieved then all the models(1..i) are
composed to be used for testing in the step 1.2b, as shown in experiment-specific diagram labeled as Figure 2
below (see section 4).

In the step 1.3, in case the threshold is not achieved, is to train the next model (termed as Retrain in Figure
1). In Figure 1.3, when i equals 1 (which means first pass) then original source side of training text (LS) is
provided as input to the decoder that uses Modell to produce the translated version of training data.
Translated text is LT” (which means 1 translation of training text) in 1st iteration which is used as source side
for Model2 (as denoted by Modeli+1 in Figure 1.3). Now, the target side of plain parallel text is still the same
as original, however the source side is the ith translation of source text. LT’(i) is expanded as LT’ for 1st iteration,
LT” for 2nd iteration, and so on.
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Held-out Source Previously Translated
Text (DS) Held-out Text ( DT* (1)
WhNW 1

SMT Decoder with Modeli

Text (DT)

/ Translated Held-out Text (DT’(¥) // Held-out Target /

Compute BLEU score between
Translated Text (DT’(U) and Target Text (DT)

Figure 3. Decode held-out data with SMT Modeli, to compute BLEU score for threshold
In Figure 1.3, when i exceeds 1 (which means any non-first iteration), the translation of source side of training
text computed in the previous iteration ((i-1)t translated version) is provided as input to the decoder that uses
Modeli to produce the i t translated version of training data. This i t translation is used as input to learn

Modeli+1.
Training Source Previously Translated
Text (LS) Training Text (LT (i-1))
When i = N}QW

SMT Decoder with Modeli

/ Translated Training Text (LT°fi)) /
Training Target
Text (LT)

SMT Learner i+1 iteration

/ Modeli+1 (T” (ij40-T) /

Figure 4. Retrain TranslatedText-to-Target SMT Modeli+1, for next iteration
For example, if i=2, the LT’ (means 1+t translation of training text, computed in previous iteration) is an input
to the decoder which produces LT (means 2 translation of training text, denoted as LT’(i) in Figure 1.3)
which is used as source side for learning Model3 (as denoted by Modeli+1 in Figure 1.3). Now, the target side
of plain parallel text is still the same as original, however the source side is the i t translation of source text.

4. Verifying experiments

This section details the experiments to verify the success of proposed method. The first subsection (4.1)
describes the data, second subsection (4.2) shows the results of baseline experiment, third subsection (4.3) notes
the results of using morpho-syntactic annotations, concluding subsection (4.4) describes the results and
examples illustrating the improvement of output. Bilingual parallel corpus is the fundamental resource for
SMT. we have used English-Urdu parallel text of [58], which is sentence level aligned.
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4.1. Data

Text from two books is used in this study. The English and Urdu versions of these books are already aligned
at topic level (containing one or more paragraphs). There are 497,354 words in 26,822 sentences on English side
and 513,550 words in parallel Urdu translations. Issues related to availability of parallel data, alignment of
sentences, adjustment of punctuations and bullets, and the translation differences due to morphological
richness (e.g. honor) have been described in the literature [8].

/ Test Source Text (English) /
¢ 1
SMT Decoder 1* pass ﬁ/ Moadell (E4od)) / :
N |
/ Translated Urdu (VU?) /
v
SMT Decoder 2" pass %7/ Maodel2 (U* 40-1) /

|
|
|
|
\lr |
|
/ Translated Urdu (VU™) / |
|
I
I

SMT Decoder 3¢ pass  &——" Model3 (U™-t0)) "

/ Test output with best score /

Figure 5. Detailed view of applying the iteratively learnt and tuned model on Test data. Dashed box
outlines the model which is composed of Modell, Model2, and Model3. This model has learnt shapes and
sequences of words from the running text of source side input, which is very close to the reference Urdu.

4.2. Experiment and result

This experiment is designed to test if the un-annotated text can itself incrementally take the desired shapes
and sequences induced by the implicit morpho-syntactic knowledge which is always present in the running
text. Following is the abstraction of this new algorithm or procedure:

1. Executed the training model of baseline, i.e. English-Urdu (E-U) Model, on the training set itself (to prepare
an intermediate train set let’s say LU’), and obtained the BLEU score of 48.7, which is the highest score so
far. The translation of held-out data from this E-U Model is also saved and termed as DU’ to be used in the
next stage.

2. The translated training source (LU’) was paired with the original Urdu target (U). A new model (U'-U) was
trained to learn morpho-syntactic information not captured in the first-pass E-U model. When run on the
baseline-translated held-out set (DU’), an improvement in the BLEU score was observed. This process
yielded the next version of the held-out translations, DU".

3. Executed the training model U’-U on the LU’ itself (to prepare another intermediate train set let’s say LU")
for next stage of learning.

4. We used the latest translated training portion (LU"’) with the original Urdu target (U) to train a further
model, U”-U. This step aims to capture morpho-syntactic information that remained unresolved after the
second pass. When evaluated on the translated held-out set (DU”), the model improved the BLEU score.
It achieved a highest BLEU of 95.19.

5. Asafurther proof, executed the U”-U training model on step-wise prepared separately kept test data (let’s
call it VU”), to obtain the verification of the highest BLEU score, which gave 92.41 score.

The above obtained scores are not improved any further due to certain unchanged probabilities, e.g.
(s Al vs. 4. Some examples of incremental improvements are given in the next section. Summary of results
shown in Table 1 below clearly shows that incremental learning proposed in this paper gives the highest BLEU
score.

Table 1. Summary of BLEU score for English-Urdu SMT using various techniques
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Experiment BLEU
Decoding EvalSet with Training Model of Baseline TrainSet Corpora 32.10
Decoding EvalSet with Tuned Model of Baseline DevSet Corpora 37.10

Decoding EvalSet with Training Model of Morpho-Syntactic Annotated TrainSet Corpora 36.73
Decoding DevSet with Training Model of Incremental Learning on Baseline TrainSet Corpora 95.19
Decoding eValSet with Training Model of Incremental Learning on Baseline TrainSet Corpora ~ 92.41

Table 2 demonstrates two examples that illustrate improvement of translation due to iterative process of
incremental learning. Analysis of source-target mapping lexicon verifies the insights. There are 104,218 entries
in the English-Urdu model (Modell in the Figure 2) and only 38,409 entries in Urdu”’-Urdu model (Model3 in
Figure 2). Some entries are shown in the appendices to illustrate the convergence of word mapping due to the
incremental approach.

5. Discussion and Conclusion

Table 1 given in previous section shows that both combinations of different data for testing produce the score
above 90. No other combination could reach even 40 score, due to insufficient size of the parallel corpus to
learn that level of morpho-syntactic information for correct mappings. This level of score has never been
achieved for any other language pair even by using millions of parallel sentences. One reason of
unprecedentedly high score under proposed technique is the significant overlap of phrases in the train and
test data sets. However, it is also important to keep in mind that gain from this overlap could not be exploited
without using the power of incremental learning [46] [47] [48] [49].

There are many such phrases in the system generated translation table that have multiple possible targets
against one source. The context may not be a clue for such different choices made by human, e.g., “Allah”
might have been translated as “4\ or as “ a3 4 Since the underlying model probabilistically selects only one
of multiple such choices, and the evaluation mechanism matches the words (not their meaning); therefore
overall accuracies remained below 100.

Table 2. Examples from data, demonstrating the improvement in word positions and translations.
Following example demonstrates the improvement in positions (reordering) of words (reference
sentence# 32):

English Source And Asma' bint Abu Bakr cut a piece of her girdle and tied the mouth of the
leather bag with it. That is why she was called Dhat-an-Nitaqaln.
Human Translation I3 S ) s ol el 220 e 1S gt Gl ) 5l A S L) S S0 ol iy eland
= il LS 3l
Output from o= U LS Glaill i3 oS o) Al aie 1S g s Gl ) 15len A sS W) 5 S0 (ol iy sl

Incremental Model
Intermediate Output o= Ul LS Glaill @ € ) el 22l aia 1S g sl 1 5le Ay o3 Lyl 5 S0 (ol iy el
Following example demonstrates the improvement in translation and shapes of words (reference
sentence# 4):

English Source Then he washed his forearms and passed his wet hands over his head.
Human Translation LS e IS o 80 g8l G gign e
Output from LS e S o aa g sy Al e
Incremental Model
Intermediate Output o S mae sl forearms Wl = @l e
Following example demonstrates the improvement in selection of translation (reference sentence #
472):
English Source I went, and behold! It was Abu Bakr.
Human Translation Sl O pan S LS 5L e
Output from =6 sl Qs S LS 5 WS e
Incremental Model
Intermediate Output & S Cpma S LS sl W e
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Since this approach involves no language-specific steps therefore it may be applied to any language pair. The
technique of exploiting the overlapping in TrainSet and EvalSet by iteratively learning of morphology and
syntax, without human annotation, may work well for translation of any other text that typically has significant
overlap of phrases including user manuals, blogs, specific news genre, and research articles from a specific

field. It may also be applied for word sense disambiguation (WSD) using parallel corpus, instead of using
explicit linguistic knowledge to resolve the word sense [59].
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